Face and Voice Perception: Monkey see, monkey hear
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Primate brains contain specialized areas for perceiving social cues. New research
shows that only some of these areas integrate visual faces with auditory voices.

Humans and our primate cousins, Rhesus macaque monkeys, spend a large part of
each day interacting with conspecifics. The brains of both species devote a
correspondingly large amount of territory to enabling social communication. In this
issue, Khandhadia et al.[1] report experiments studying macaque areas AF and AM, two
nodes of the social brain located in the anterior temporal lobe.

Primate social communication is multisensory, meaning that we receive
information about the inner state of others from multiple sensory modalities[2]. Two
important social cues are visual information from the face of our interaction partner and
auditory information from their voice.
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Figure 1. Monkeys communicate with visual and aud—it'c.)ry'

(A) To express friendly, affiliative intent, monkeys adopt an open-mouth facial posture. This facial gesture is
accompanied by a high-pitched cooing sound, spectrogram shown. (B) To express hostility and aggressive intent,
monkeys adopt a wide-open grimace, accompanied by a short, harsh bark vocalization. Both images were artificially
generated from a parameterized digital 3D model of the macaque face.

In macaques, an affiliative facial expression consists of the mouth opened in an "O"
shape accompanied by a high-pitched "coo" call (Figure 1A), while aggression is
signaled with a wide, teeth-bared grimace and a guttural "bark" (Figure 1B). For the
sender, spreading social cues across modalities makes the signal more resistant to
degradation, such as obscuring foliage (visual) or background noise (auditory). For the
receiver, combining information across modalities allows for the best possible estimate



of the social signal regardless of environmental conditions, important because social
errors (such as confusing hostility for friendliness) can have serious consequences.

Substantial progress has been made in our understanding of the neural
substrates of the perception of faces and voices. One milestone was the use of
functional magnetic resonance imaging (fMRI) to study brain responses to visually
presented faces. In humans, these studies revealed hotspots of face-selective activity in
the temporal lobe and elsewhere[3, 4]. In macaques, a similar constellation of hotspots,
termed "face patches", was observed with fMRI[5], with the added ability to use invasive
electrophysiology to probe the composition of each patch. Single-neuron recording
confirmed that individual face-patch neurons were indeed highly face-selective, with
most neurons in a patch preferring faces to other visual stimuli[6].

An outstanding question in the field is whether responses in macaque face
patches are influenced by auditory voices. Khandhadia et al. addressed this question by
using fMRI to identify the location of two face patches: AF, in the fundus of the anterior
superior temporal sulcus (STS), and AM, on the ventral surface of anterior temporal
lobe (Figure 2A).
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Figure 2. Brain responses to visual faces and auditory voices.

(A) There are multiple areas in the monkey brain specialized for processing social cues. fMRI was used to identify
two face patches, AF (anterior fundus, green sphere) and AM (anterior medial, yellow sphere). Dashed red line
shows the superior temporal sulcus (STS). Black square shows the location of the anatomical cross-section shown in
the right panel (AMTS: anterior medial temporal sulcus; RS: rhinal sulcus). (B) Monkeys viewed face videos (V) and
listened to auditory vocalizations (A) while seated in the experimental apparatus. (C) Responses of an example
neuron in AF (top plot) and AM (bottom plot) to visual, auditory, and audiovisual recordings. Dashed grey line shows
stimulus onset. Shaded area highlights enhanced response during audiovisual stimulation in an AF neuron.

Arrays consisting of 64 microwires were implanted in one face patch in each of
four macaques. Compared with traditional microelectrode recording, microwire arrays
allow for recording of many more neurons over a time span of days or weeks. The
arrays were used to record neuronal responses while monkeys, seated in an
experimental chair with head fixed, viewed and listened to monkey faces and voices
presented with a computer monitor and speakers (Figure 2B).



Both face patches responded strongly to visual faces and weakly to audiovisual
voices (Figure 2C). However, responses to audiovisual faces + voices differed between
the patches. In face patch AF, 91 of 119 recorded neurons were multisensory, meaning
that they exhibited a significant auditory modulation of their visual response. The most
common pattern was auditory enhancement, with the response to audiovisual movies
greater than the response to visual movies. In contrast, in face patch AM, neurons
responded identically to audiovisual and visual movies, with zero of 55 neurons
classified as multisensory.

It might seem surprising that although AF and AM are only 1 cm away from each
other in temporal lobe, their responses to multisensory faces are so different. In human
temporal lobe, one face-responsive region sits on the lateral surface of the temporal
lobe in the posterior STS (pSTS) and another lies on the ventral surface of the temporal
lobe in fusiform gyrus (fusiform face area, FFA). The human pSTS is dynamic,
responding more strongly to moving faces or bodies than to static images[7] with a
preference for the visual mouth movements that convey the contents of speech[8] and
multisensory, responding to auditory, visual and somatosensory stimuli[9] especially
spoken voices[10]. In contrast, the FFA shows similar responses to static and dynamic
faces[11] with weak or no responses to voices[12]. This corresponds with the
observations of Khandhadia et al.: audiovisual interactions were observed in face patch
AF, in the fundus of the macaque STS, but not AM, on the ventral surface of the
temporal lobe, corresponding to the ventral location of human FFA.

In a second set of experiments, Khandhadia et al. examined the stimulus
properties driving multisensory responses in face patch AF. When the visual face was
replaced by a simple disc that expanded and contracted the same way as the mouth,
few multisensory interactions were observed. On the other hand, when the voice was
replaced with broadband noise with the same amplitude envelope as the original
vocalization, multisensory interactions remained prevalent, indicating that the precise
frequency contents of the auditory stimulus are not critical for multisensory interactions
in AF.

In both experiments, Khandhadia et al. found that the presence of the voice
increased the response to visually-presented faces for most AF neurons, corresponding
to the multisensory enhancement observed in fMRI studies of human pSTS[13, 14].
Other types of multisensory interactions also exist between face and voice. In
intracranial studies of the human posterior superior temporal gyrus (pSTG), a visual
face can decrease the response to a vocal stimulus, known as multisensory
suppression[15, 16]. In another type of interaction, multisensory stimuli can decrease
the variability of neuronal responses[17].

The work of Khandhadia et al. raises many interesting questions. While monkeys
and humans have a dozen or so face-selective regions, Khandhadia et al. examined
only two of them, spurring curiosity about the multisensory properties of the others. In
the studies of Khandhadia et al., stimuli were presented passively, meaning that no
information was available about the behavioral relevance of the neural responses. This
should be explored in future studies by combining behavioral tasks with causal
manipulations such as cooling[18] or microstimulation[19]. Another goal for future
studies will be improved neuroethological validity. The monkeys of Khandhadia et al.
were immobilized in the experimental apparatus and viewed faces on a computer



monitor at a fixed distance, an unnatural arrangement. Advances in wireless neural
recording have made it possible to study natural social interactions among large groups
of animals, providing new views of social brain computations[20]. Khandhadia et al.
blaze a trail for future studies of one of the most interesting and important abilities of
primates, that of face-to-face communication.
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