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ABSTRACT Single molecule tracking is widely used to monitor the change in position of lipids and proteins in living cells. In many
experiments in which molecules are tagged with a single or small number of fluorophores, the signal/noise ratio may be limiting, the
number of molecules is not known, and fluorophore blinking and photobleaching can occur. All these factors make accurate
tracking over long trajectories difficult and hence there is still a pressing need to develop better algorithms to extract the maximum
information from a sequence of fluorescence images. Wmh, based on a trans--
dimensional sequential Monte Carlo.method that utilizes both the spafial and temporal information presentin the image sequences.
We show, using model data, where the real trajectory of the molecule is known, that our method allows accurate tracking of
molecules over long trajectories even with low signal/noise ratio and in the presence of fluorescence blinking and photobleaching.

The method is then applied to real experimental data.

INTRODUCTION

Using fluorescence microscopy with single-molecule sensi-
tivity, it is now possible to follow to movement of individual
fiuorophore tagged molecules such as proteins and lipids in
the cell membrane with nanometer precision (1-3). Using
single molecule tracking, diffusion or directed motion of
molecules on the cell can be investigated to elucidate the

structure of the cell membrane. To date, most methods have .

been based on nonlinear least-square fitting of the fluores-
cence images to Gaussian functions and while automated
tracking algorithms exist, quite often manual input is nec-
essary (4,5). The number of molecules has to be known and
most software cannot handle the appearance of additional
objects during tracking. This frequently happens when the
density of molecules is high at the beginning of the image
sequence so that they are initially so close together that they
cannot be resolved separately and later move apart (6). An-
other problem is that due to low signal/noise ratio, some
molecules cannot be detected in individual frames so that
Jonger tracks are split into shorter sections. Long trajectories
are usually needed to get good statistics for diffusion analysis
whereas the typical observation time of the fluorophore, be-
fore irreversible photobleaching occurs, sets a limit to the
length of trajectories. Furthermore deterministic methods,
where no randomness is assumed, detect spots with regional
maxima (7). They usually require us to set a threshold and the
detection is very sensitive to this threshold setting. For ex-
perimental data, the correct threshold is usually not known.
To be computationally efficient, a well-known deterministic
method selects the threshold at the upper 30th percentile of
brightness for the entire image (8). However, the threshold-
based method may fail to detect real spots which are less
bright than the threshold. Also, most algorithms for single
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molecule tracking focus only on fitting of spatial information
(9-11). Since we are processing a set of sequential images,
we have used both temporal and spatial information. Spe-
cifically we have used a Bayesian-based approach, which
uses prior information in time and space about the molecule
trajectory and does not require a strict threshold.

The tracking of single dye-conjugated molecules is a
multitarget tracking problem with each target a fluorescent
signal. We have developed a sequential Monte Carlo (SMC)

- algorithm which considers spatial and temporal information

of the molecular motion since this gives longer and more
accurate tracks. The SMC algorithm can also track several
molecules simultaneously. However, the number of mole-
cules is not known, a priori, since the number of targets may
be different in each frame. To cope with the unknown number
of targets, we have used trans-dimensjonal SMC where the
number of dimensions can change with time. We also require
parameter association for this trans-dimensional SMC method
to identify the correct molecules in each frame. In this article,
we solve the parameter association problem by clustering
parameters using expectation maximization (EM) algorithm.
Each target for tracking via our SMC method is represented
by a Gaussian profile with unknown center coordinate, am-
plitude, and width (12-14). The proposed algorithm based on
the track-before-detection (TBD) scheme uses original data
(15,16). Therefore, we can avoid the information loss which
may happen in the threshold-based detection algorithm (8,17).
In case of low signal/noise ratio (SNR), our modified. SMC
algorithm with TBD scheme may detect weak signals.

The remainder of the article is organized as follows. The
Theory section gives the philosophy of the Bayesian inference
as used in this article. The Sequential Monte Carlo (SMC)
section introduces the Bayesian sequential estimation frame-
work, which leads to a particular trans-dimensional SMC ap-
proach. The Fluorescence Image section discusses the
modeling assumptions such as prior information for the single
molecule fluorescence images. The main algorithms for the
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ABSTRACT Transcriptional autorepression has been thought to be one of the simplest control circulits to attenuate fluctuationsin
gene expression. Here, we explored the effect of autorepression on fluctuations from different noise sources. We theoretically
represent the fluctuations in the copy number of proteins as the sum of several terms, each of which is related to a specific noise
source and expressed as the product of the source-specific fluctuations under no autorepression (path gain) and the effect
of autorepression on them (loop gain). Inspection of each term demonstrates the source-independent noise-attenuating effect
of autorepression as well as its source-dependent efficiency. Our experiments using a synthetic autorepression module revealed
that autorepression attenuates fluctuations of various noise compositions. These findings indicate that the noise-attenuating effect
of autorepression is robust against variation in noise compositions. We also experimentally estimated the loop gain for mBRNA
noise, demonstrating that loop gains are measurable parameters. Decomposition of fiuctuations followed by experimental
estimation of path and loop gains would help us to understand the noise-related feature of design principles underlying loop-

containing biological networks. :

INTRODUCTION

Biochemical reactions are inherently stochastic. Low abun- -

dance of some key cellular components, including DNA,
mRNA, and some regulatory proteins, makes such the sto-
chastic nature of biochemical reactions prominent, leading to
large concentration fluctuations of reaction products (1-7).
Because cellular functions must be executed through bio-
chemical networks whose components are potentially noisy,
cells must have evolved network architectures for efficient
attenuation or utilization of noise (8—10).

Progression of biochemical reactions is under elaborate
control by cellular machineries that by themselves result from
biochemical reactions. Production of cellular components
therefore involves a number of biochemical reactions, and
consequently, a number of potential noise sources. Hence,
fluctuations in the copy number of cellular components would
originate from various noise sources, and the composition of
fluctuations would be different from one cellular component
to another. A recent study showed that both global and spe-
cific noise sources contribute to total fluctuations (11). Be-
cause such difference in a noise composition should influence
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the efficiency of noise attenuation by a specific control ar-
chitecture, noise composition is a crucial factor for the cellular
design of noise-control networks.

Noise compositions have been extensively studied for

open-loop gene circuits both theoretically and experimentally
(2,3,12,13). Because intracellular networks contain many

loop structures, it is challenging to explore contributions
from individual noise sources in loop-containing networks.
In this study, we focused on a transcriptional autorepression
circuit as the simplest loop-containing cellular circuit.
Transcriptional autorepression accounts for ~90% of
transcriptional feedback loops in Escherichia coli (14). De-
spite its simplicity, the autorepression circuit is composed of

~ several reactions, and thus involves several potential noise

sources. The effect of autorepression on total fluctuations has
been extensively studied both experimentally (15,16) and
theoretically (12,17,18). There have been few studies, how-
ever, on the effect of autorepression in terms of noise com-
position. For instance, the previous experiments measured
fluctuations in gene expression on plasmids where fluctua-
tions in plasmid copy numbers would be dominant (15,16,
19). It is therefore still uncertain whether autorepression
could act in the same manner on fluctuations of a different
noise composition, such as those in chromosomal gene
expression. It is also of physiological interest to examine
how autorepression affects fluctuations in chromosomal
gene expression in the light of its frequent appearance in E.
coli.

For theory, Simpson and his colleagues reported a formal
expression in a frequency domain for the effect of auto-
repression on fluctuations derived from any noisé source

doi: 10.1529/biophysj.107.124677
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ABSTRACT The robust surface adherence property of the aquatic bacterium Caulobacter.creseenttss permits visualization of
single cells in a linear microfluidic culture chamber over an extended number of generations. The division rate of Caulobacterin
this continuous-flow culture environment is substantially faster than in other culture apparati and is independent of flow velocity.-
Analysis of the growth and division of single isogenic cells reveals that the cell cycle control network of this bacterium generates
an oscillatory output with a coefficient of variation lower than that of all other bacterial species measured to date. DivJ, a
regulator of polar cell development, is necessary for maintaining low variance in interdivision timing, as transposon disruption of
divdJ significantly increases the coefficient of variation of both interdivision time and the rate of cell elongation. Mﬂc&éggn.inter—-
division time and cell division arrest are significantly correlated between mother and daughter cells, providing evidence for
epigenetic inheritance of cell division behavior in Caulobacter. The single-cell growth/division results reported here suggest that
future predictive models of Caulobacter cell cycle regulation should include parameters describing the variance and inheritance

properties of this system.

INTRODUCTION

Studies of single microbial cells have revealed remarkable
variability in the level of individual gene expression, rate of
cell growth, and timing of cell division (1-3). Microfluidic
devices have recently emerged as tools for studying dynamic
processes at the single-cell level (4-6), with a number of
studies reporting the use of microfluidics in quantifying
single-cell growth and division (7-9). Such studies of single-
cell behavior have been extremely valuable, yielding insights
into phenomena that are not revealed in population-wide
measurements (10-14). Although experiments that image
single cells over short timescales on either agarose/gelatin
pads or in microfluidic devices have become relatively rou-
tine, long-term and multigenerational studies of single cells
have been complicated by problems with perturbative cell
immobilization protocols or by rapid accumulation of cells
on the pad or inside the microfluidic device.

The freshwater a-proteobacterium Caulobacter cres-
centus (15) (henceforth referred to as Caulobacter) naturally
allows for experiments that do not suffer from the afore-
mentioned problems and is thus an ideal model to probe
single-cell behavior across multiple generations (16).
Caulobacter exists in two unique states during its cell cycle: a
“‘swarmer”’ (SW) state, in which the cell possesses polar type
IV pili and a single polar flagellum, and a nonmotile
“‘stalked”’ (ST) state (Fig. 1). Differentiation from SW to ST
occurs just before the initiation of DNA replication, at which
time the flagellum is released, the pili are retracted, and a
narrow cylindrical extension of the cell envelope known as
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the stalk is grown in their place. At the tip of the stalk is a
structure known as the holdfast, which contains an excep-
tionally strong polysaccharide adhesive (17,18). Toward the
end of the ST stage, a new flagellar assembly and pili are
constructed at the pole opposite the stalk, and on division, a
new motile, chemotactic SW cell is spawned. The SW cell
then progresses through the full cell cycle, whereas the ad-
hesive ST cell commences another round of DNA replication
and division.

The natural adhesive properties of Caulobacter allowed us
to conduct a multigenerational single-cell study of growth
and division in a linear microfluidic culture chamber under
temporally homogeneous and minimally perturbative con-
ditions. We show that division of Caulobacter ST cells under
constant medium flow is rapid and tightly regulated (i.e.,
exhibits low variance) relative to other bacterial species.
Disruption of the gene encoding the Div] histidine kinase, a
core regulator of polar cell development (19,20), signifi-
cantly increases variance in interdivision timing relative to
the mean interdivision time. In addition, we show that factors
controlling generational timing and division arrest are in-
herited from mother ST cells to daughter SW cells epige-
netically, resulting in correlated cell division behavior
between mother and daughter cells in the same generational
window. This intragenerational correlation suggests that the
network controlling Caulobacter cell division has de-
terminsitic properties in which the current state of a cell in-
fluences future divisions.

METHODS

Microfluidic growth and division assays -

’

Microfluidic channels measuring 200 wm wide by 50 um deép by 2 cm long
were made with polydimethylsiloxane (PDMS, Sylgard Brand 184 Silicone

doi: 10.1529/biophys;j.108.128785
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[URE3] is a prion (infectious protein), a self-propagating
amyloid form of Ure2p, a regulator of yeast nitrogen
catabolism. We find that overproduction of Btn2p, or its
homologue Yprl58 (Curlp), cures [URE3]. Bin2p is re-
ported to be associated with late endosomes and to affect
sorting of several proteins. We find that double deletion of
BTN2 and CURI stabilizes [URE3] against curing by sev-
eral agents, produces a remarkable increase in the propo-
rtion of strong [URE3] variants arising de novo and an
increase in the number of [URE3] prion seeds. Thus,
normal levels of Bin2p and Curlp affect prion generation
and propagation. Btn2p-green fluorescent protein (GFP)
fusion proteins appear as a single dot located close to the
_nucleus and the vacuole. During the curing process, those
cells having both Ure2p-GFP aggregates and Bin2p-RFP
dots display striking colocalization. Btn2p curing requires
cell division, and our results suggest that Btn2p is part of a
system, reminiscent of the mammalian aggresome, that

collects aggregates preventing their efficient distribution’

to progeny cells.

The EMBO Journal (2008) 27, 2725—2735 doi:10.1038/
emboj.2008.198; Published online 2 October 2008
Subject Categories: membranes & transport; proteins
Keywords: amyloid; Hook homologue; Yprl158p

Introduction

The infectious proteins (prions) of yeast, [URE3] and [PSI™],
are self-propagating amyloid forms of Ure2p and Sup35p,
respectively (Wickner, 1994; King and Diaz-Avalos, 2004;
Tanaka et al, 2004; Brachmann et al, 2005). Both amyloids
are parallel in-register B-sheet structures (Shewmaker et al,
2006; Baxa et al, 2007).

The generation .and propagation of these amyloids are
critically affected by many -chaperones and their auxiliary
factors. The disaggregating chaperone Hspl04 is necessary
for both prions, and its overproduction leads to the loss of
[PSI*] (Chernoff et al, 1995; Moriyama et al, 2000). The
soluble cytoplasmic Hsp70s (Ssa proteins) affect the propaga-
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tion of both prions (Jung et al, 2000; Roberts et al, 2004) and
protect [PSI*] from curing by overproduction of Hspl04
(Newnam et al, 1999). Overexpression of Hsp40s destabilizes
both [URE3] (Moriyama et al, 2000) and in some cases [PSI™]
(Kushnirov et al, 2000). Hspl04, in cooperation with Hsp70s
and Hsp40s disaggregate proteins (Glover and Lindquist,
1998), and these chaperones apparently function together to
break long amyloid filaments into shorter ones, thereby
creating new ‘seeds’ to propagate the prions (Kushnirov and
Ter-Avanesyan, 1998). Among other chaperones affecting
[PSI™] propagation are the ribosome-associated Hsp70s,
called Ssb’s (Chernoff et al, 1999); several co-chaperones of
Hsp70s, such as Stilp and Cpr7p (Jones et al, 2004) and the
nucleotide exchange factors for Hsp70s, Feslp and Sselp
(Jones et al, 2004; Fan et al, 2007; Kryndushkin and
Wickner, 2007). The effects of many of these factors on
Hsp70s, and mutations of Hsp70s, indicate that the stabiliza-
tion of the ATP-bound form of Ssalp promotes [PSI*] propa-
gation, whereas the ADP-bound form destabilizes [PSI*]
(Jones et al, 2004). For [URE3], the alteration of Ssal activity
in either direction can damage prion propagation
(Kryndushkin and Wickner, 2007), suggesting that the normal

* level of Hsp?0. activity is required for [URE3].

Other factors affecting prion propagation in yeast include
cytoskeletal proteins (Ganusova et al, 2006) and elements of
the ubiquitin system (Allen et al, 2007). In addition, [PSI*],
and to a lesser extent [URE3], prion generation is promoted
by another prion called [PIN*] {for Psi inducibility), which is
an amyloid of the Rnql protein (Derkatch et al, 2001; Bradley
et al, 2002).

Here, we identify Btn2p and its homologue, Yprl58p
(Curlp) as proteins able to destabilize [URE3]. We find that

- Btn2p curing of [URE3] involves colocalization of Ure2p

prion aggregates and the Btn2 protein. Moreover, normal
levels of Btn2p and Curlp lower [URE3] prion seeds and
affect the spectrum of prion variants arising.

Results \ -

Identification of Btn2p and Ypr158p (Curip) as factors
that can destabilize [URE3]

We recently described a genomic screen for prion-eliminating
factors (Kryndushkin and Wickner, 2007). Strain BY241,
bearing ADE2 under control. of the DALS promoter
(Brachmann et al, 2005), was used to monitor the activity
of Ure2p. Prion inactivation of Ure2p allows ADE2 transcrip-
tion, resulting in pink or white colonies according to the level
of transcription, whereas- active Ure2p makes such a strain
Ade— and red on adenine-limiting medium. Utilizing this
system, we showed that overproducing the chaperones Ydjlp
and Sselp could cure [URE3] (Kryndushkm and Wickner,
2007). Here, we show that overproduced Btn2p and Ypr158p
(which we name Curlp for ‘Curing of [URE3]’) are also prion-
curing factors. Overexpression of either BTN2 or CUR! in the
strain BY241 [URE3] vl (a mitotically stable [URE3] prion
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Microbial evolution experiments offer a powerful approach for coupling changes in complex
phenotypes, including fitness and its components, with specific mutations. Here we investigate
mutations substituted in 15 lines of Escherichia coli that evolved for 1000 generations under
freeze~thaw-growth (FTG) conditions. To investigate the ge‘netic basis of their improvements, we

screened many of the lines for mutations involving insertion sequence (IS) elements and identified two

genes where multiple lines had similar mutations. Three lines had 1S750 insertions in ¢fs, which
encodes cardiolipin synthase, and 8 lines had I1S750 insertions in the uspA-uspB intergenic region,
encoding two universal stress proteins. Another line had an 11-bp deletion mutation in the cis gene.
Strain reconstructions and competitions demonstrated that this deletion is beneficial under the FTG
regime in its evolved genetic background. Further experiments showed that this ¢/s mutation helps
" maintain membrane fluidity after freezing and thawing and improves freeze-thaw (FT) survival. -
Reconstruction of isogenic strains also showed that the 1S750 insertions in uspA/B are beneficial
under the FTG regime. The evolved insertions reduce uspB transcription and increase both FT
survival and recovery, but the physiological mechanism for this fitness improvement remains
unknown, '
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Abstract: Crystalline Si(111) surfaces have been alkylated in a two-step chlorination/alkylation process
using various organic molecules having similar backbones but differing in their C—C bond closest to the
silicon surface (i.e., C—C vs C=C vs C=GC bonds). X-ray photoelectron spectroscopic (XPS) data show
that functionalization of silicon surfaces with propenyl magnesium bromide (CHz—CH=CH—MgBr) organic
molecules gives nearly full coverage of the silicon atop sites, as on methyl- and propynyl-terminated silicon
surfaces. Propenyl-terminated silicon surface shows less surface oxidation and is more robust against
solvent attacks when compared to methyl- and propynyl-terminated silicon surfaces. We also show a
secondary functionalization process of propenyl-terminated silicon surface with 4’-[3-Trifluoromethyl-3H-
diazirin-3-yl]-benzoic acid N-hydroxysuccinimide ester [TDBA-OSu] cross-linker. The Si—CH=CH—-CHj
surfaces thus offer a means of attaching a variety of chemical moieties to a silicon surface through a short.
linking group, enabling applications in molecular electronics, energy conversion, catalysis, and sensing.

1. Iﬁtroduction

Densely packed organic layers bonded covalently to crystal-
line silicon (Si) surfaces without an interfacial silicon oxide
(8i0,) layer have received an increasing interest, mainly because
of their variety of applications in micro- and nanoelectronics! ™%
as well as in (bio)chemical sensors.”~'6 Attachment of organic
species on 'a Si substrate without intervening oxide could
significantly reduce the density of trap states on Si surfaces.!” '
Furthermore, it might potentially prevent diffusion of oxygen
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atoms into the monolayer/Si interface during either growth of
insulating layer or postannealing process in the formation of
high-dielectrics on Si,2%?!

A variety of surface. passivation methods have been inves-
tigated to preserve the nearly ideal electrical properties of the
H-terminated Si(111) surfaces in ambient conditions.?*~2* The
formation of Si—C bonds, however, has attracted a particular
interest due to the kinetic inertness of these bonds as compared
to Si—O or Si—H bonds. The Si—C bond is chemically more
stable than Si—O bonds on oxidized Si surfaces and thus less
susceptible to nucleophilic substitution reactions.® Si(111)
surfaces have been functionalized by a variety of methods,
including reaction with alkenes through a radical process
catalyzed by a diacyl peroxide initiator,?®?” use of UV#730 or
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Studying the Brownian motion of a system drivén by an external control fron one macroscopic state
to another macroscopic state, this paper presents the derivation of a nonlinear fluctuation-dissipation
theorem (FDT). The new EDT el equilibrium work to the equilibrium free-ener
difference in a ve r. It is valid wherever the Brownian dynamics is applicable. It
refovers the well-known Crooks fluctuation theorem (CFT) mmbﬂum regime
where the dissipative work T5Trearly zero. It will also be shown that the CFT’s fundamental
assumption of microscopic reversibility is not obeyed in experiments such as mechanically
unfolding biological molecules, in which the external driving forces depend on the system’s

coordinates. © 2008 American Institute of Physics. [DOL: 10.1063/1.2992153]

The bridge from the nonequilibrium work to the equilib-
rium free-energy difference has been a subject of much in-
terest in recent years. Such a bridge is necessary to relate the
experimental data of forces and displacements to the intrinsic
- properties of the system in the unfolding studies of proteins
and nucleic acids.” It also serves as an etfectwe and efficient
method in the computations of free ener gy In the current
literature, Jarzynski equahty (JB) and the undergirding
Crooks fluctuation theorem® (CFT) are taken as the bridge
while questions have been raised”™" about their applicability
and range of vahdlty The self-consistency check of the CFT
has suggested‘ that the CFT and JE are valid only in the

quasie regime, In this paper, I
will present the derivation of a new fluctuation-dissipation
theorem (FDT) without invoking any assumption beyond the
Brownian dynamics. I will also show that the assumption of
microscopic reversibility, on which the CFT is based, is gen-
erally invalid outside the quasiequilibrium regime. This will
establish that the CFT and JE are applicable only within the
quasiequilibrium regime where the dissipative work is nearly
zero. However, the new FDT is valid wherever the Brownian
dynamics is applicable.

Let us start with the Langevin equation for the Brownian

- dynamics as follows:’

dx; d 4
m,-'y-‘-i-:+EV=F,~+§,u (1)
g 1

Here m; and x; are the atomic mass and coordinate of the ith
degree of freedom, respectively. v is the damping (frictional)
constant. V is the potential energy of the system that is a
function of all coordinates. ¢; is the stochastic force acting on
the ith degree of freedom. It is assumed to be Gaussian with
the following characteristics:
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(&) =0, (§OE(L))=2myvkgT 86 —1"). 2
Here kg is the Boltzmann constant. T is the absolute tempera-
ture. &; is the Kronecker delta and &(¢—¢‘) is the Dirac delta
function. F; is the external force component acting on the ith
degree of freedom. The external force drives the system from
state A at time =0 to state B at time r=7. For example, in a
mechanical unfolding experiment, the two terminus atoms
are subject to the external forces that are functions of the
atomic coordinates and time. In general, F;=F;(x,?), where
x={x;} is the collection of the atomic coordinates.

Now, we divide the time interval [0, 7] into N equal
slices of width dt=7/N. In this, we have #,=ndt with »
=0,1,...,N. For clarity, we omit the index for the degree of
freedom and denote x,2x,(t,), 9V,2dV(x(t,))/dx; and
F,2F(x(t,),t,). Then the discrete form of the Langevin
equation (1) is :

I+l
’717(x11+l '—xn) +dV,dt - Fndt = f dar' f(t'). ) (3)
r 4,

"o

Noting the statistical characteristics of the stochastic term on
the right hand side of Eq. (3), we have the transition prob- -
ability between state x,, at time #, and state x,,,; at time 7,4,
namely, the probability for the system to be in state x,,; at
time f,,; given that it is in state x, at time z, as follows:

Pyt %s15 pst)
1 ( (”1 7(x/z+l - J.cn) + avndt - Fndt)z

dmykpTadrt

= —exp

: x

Here the normalization factor Q.=(2kgTdt/mvy)2, which is
independent of the system’s coordinates. Note that the Ito
scheme is adopted in this paper for the discrete form of the

© 2008 American Institute of Physics
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In robust biological systems, wide deviations from highly controlled normal behavior may be rare,
yet they may result in catastrophic complications. While in silico analysis has gained an’appreciation
as a tool to offer insights into system-level properties of biological systems, analysis of such rare
events provides a particularly challenging computational problem. This paper proposes an efficient
stochastic simulation method to analyze rare events in biochemical systems. Our new approach can
substantially increase the frequency of the rare events of interest by appropriately manipulating the
underlying probability measure of the system, allowing high-precision results to be obtained with
substantially fewer simulation runs than the conventional direct Monte Carlo simulation. Here, we
show the algorithm of our new approach, and we apply it to the analysis of rare deviant transitions
of two systems, resulting in several orders of magnitude speedup in generating high-precision
estimates compared with the conventional Monte Carlo simulation, © 2008 American Institute of

Physics. [DOIL: 10.1063/1.2987701]

. INTRODUCTION

While rare events are, by definition, ones that occur with
extremely small probability, they can have 31gmﬁca11t influ-
ences and profound consequences in many systems. " This is
particularly true in biochemical and physiological systems in
that, while the occurrence of biochemical events that leads to
some abnormal states may be rare, it can have devastating
effects. For example, it has been shown that rare epigenetic
modifications play crucial roles in the development of cancer
cells by, among other things, inactivating tumor-suppressing
genes.z_5 The failed recognition of such dangerous cells by
the immune system and the inability to induce apoptosis as a
self-defense mechanism are another infrequent yet devastat-
ing event, potentially leading to growth and spread of
tumors.® Thus, better understanding of the underlying bio-
chemistry of such rare events is crucial, for example, to ad-
vancement of our knowledge on the development and physi-
ology of diseases. Since computational methods come with
virtually unlimited controllabilities and observabilities of
biochemical systems, in silico analysis may provide a tool to

shed some light on the mechanisms of physiologically rel- -

evant events that are rare yet catastrophic.

' The most exact way to analyze a quantitative model of a
biochemical system is molecular dynamzcs, where move-
ments of every molecule are tracked.”® The system state of
molecular dynamics consists of the positions and the veloci-
ties of every molecule where the dynamics is described by
capturing every movement and every collision of molecules.
While this approach can describe the time evolution as well
as the spatial distribution of each molecule, acquiring such
detailed knowledge and performing such computationally
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expensive simulations may not be feasible. A more practical
mathematical modeling formalism that can quantitatively
capture rare dynamics based on deviant effects in b1ochem1~
cal systems is stochastic chemical kinetics (SCK).? SCK de-
scribes the time evolution of the molecular populations in a
system through discrete and random reaction events by mak-
ing the well-stirred (or spatial homogeneous) assumption.
This assumption abstracts away the spatial property to
greatly simplify the complexity of the system state descrip-
tion. While this simplification adds uncertainty in the dynam-
ics of the system, SCK can correctly capture the temporal
behavior of a well-stirred system in a probabilistic manner
and the time evolution of the probability distribution of the
system state is described by the chemical master equation
(CME)."™! However, directly obtaining the solution of the
CME of any realistic system, either analytically or numeri-
cally, is not feasible due to its intrinsic complexity. Thus,
exact numerical realizations of a SCK model via the stochas-
tic simulation algorithm (SSA) (Refs, 12 and 13) are often
used to infer the temporal system behavior with a much
smaller memory footprint.

Unfortunately, the computational requirements of the
SSA can be substantial due to the fact that it requires a po-
tentially large number of simulation runs in order to estimate
the system behavior at a reasonable degree of statistical con-
fidence. This problem becomes further pronounced in the
analysis of rare events as it necessitates generation of a sub-
stantial number of sample trajectories. For example, the
spontaneous, epigenetic switching rate from the lysogenic
state to the lytic state in phage A-infected Escherichia coli'
is expemment'ﬂly estimated to be in the order of 1077 per cell
per generation.' > Thus, the SSA would expect to generate
sample trajectories of this rare event only once every 107
runs, and it would require more than 101! simulation runs to

© 2008 American Institute of Physics
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We present a microfluidic system for time-lapsed, live cell microscopy with the ability to control solution
exchange via a dynamic flow controller. The application specific microfluidic plates are designed to
maintain adherent and non-adherent cell types for multiple days with continuous medium perfusion.
Upstream channels with flow controlled via custom software allow the delivery of unique exposure profiles
to the cultured cells, such as square waves, step finctions, ramps, etc.

Introduction

The utilization of microfluidic devices for cell culture applications holds tremendous promise for the future of
biology.L This approach enables the engineering of microenvironments at the cellular size scale? with
miniaturization and automation of complex protocols.2 In order to mimic the physiological environment of
cells in tissues, a number of groups have successfilly demonstrated the ability to create continuous flow
arrays for in vitro microfluidic culture.4=Z More recently, this capability was enhanced with systems
capable of exposing cells to changing flow environments, enabling a type of “signal-response” experiment
not previously possible.2:2 Increased use of dynamic cell culture systems may provide novel insights into
cellular processes that were not accessible with conventional static culture methods.

In this work, we describe the design and engineering of a robust microfluidic cell culture device with a
straightforward interface for dynamic medium exposure. This concept is based on the use of disposable,

" application specific microfluidic plates and a universal flow control interface. The microfluidic plates house
all sample solutions, media, and cells, and is formatted with a 96-well plate footprint, with 10 pipette
accessible inlet/outlet well positions. Flows through the microfluidic device are actuated via precisely
regulated pneumatic pressure routed to each of the 10 well positions.2 The microfluidic cell culture chamber
is based on previous work, with the key feature being a perfusion barrier to control nutrient transport and
cell localization.L2 This design maintains the cultured cells in a specified imaging region with exposure to
continuous perfusion of media solutions. A glass coverslide bottom and transparent optical path facilitate
high magnification imaging on an inverted microscope.
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Transient transcriptional responses to stress are
generated by opposing effects of mRNA production
and degradation
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The state of the transcriptome reflects a balance between mRNA production and degradation. Yet
how these two regulatory arms interact in shaping the kinetics of the transcriptome in response to
environmental changes is not known. We subjected yeast to two stresses, one that induces a fast and
transient response, and another that triggers a slow enduring response. We then used microarrays.
following transcriptional arrest to measure genome-wide decay profiles under each condition. We
found condition-specific changes in mRNA decay rates and coordination between mRNA production
and degradation. In the transient response, most induced genes were surprisingly destabilized,
whereas repressed genes were somewhat stabilized, exhibiting counteraction between production
and degradation. This strategy can reconcile high steady-state level with short response time among
induced genes. In contrast, the stress that induces the slow response displays the more expected
behavior, whereby most induced genes are stabilized, and repressed genes are destabilized. Our
results show genome-wide interplay between mRNA production and degradation, and that
alternative modes of such interplay determine the kinetics of the transcriptome in response to stress.
Molecular Systems Biology 14 October 2008; doi:10.1038/msb.2008.59
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that an increase in transcript levels would be obtained by

Introduction _
' increasing both production and degradation rates, provided

In response to environmental stimuli, the mRNA abundance of
a large fraction of the genome changes either by increasing or
decreasing its levels (Gasch et al, 2000, 2001; Jelinsky et al,
2000; Gasch and Werner-Washburne, . 2002). Clearly,
to understand the state of the transcriptome under varying
conditions, the role of both mRNA production and degradation
must be examined. An increase in mRNA abundance in
response to a stimulus may be achieved either by increasing
the rate of transcription or by decreasing the rate of
degradation. Likewise, a decrease in the transcript level can
be achieved either by an increase in the rate of degradation ora
decrease in the rate of production. More complex interplays
between production and degradation are also possible. For
instance, an increase in mRNA production rate might be
accompanied by a decrease in degradation rate, leading to
mRNA accumulation. Perhaps less intuitive is the possibility

© 2008 EMBO and Macmilian Publishers Limited

that the extent of production increase exceeds the elevation in
the degradation rate (Box 1A). Whereas steady-state levels are
simply determined by the ratio of production and degradation
rates, the kinetic behavior is expected to be more complex,
which is dependent on the actual rates, and hence different
under the above regimens (Box 1B).

As a result, one may expect complex regimens of interplay
between transcription induction and repression, and stabiliza-
tion versus destabilization of mRNAs that will result in various
effects on response Kkinetics (Perez-Ortin et al, 2007). Yet
customary transcript abundance measurements, e.g. with
microarrays, provide only the net valiies and do not provide
information regarding the relative contribution of mRNA
production and degradation.

Although still scarce when compared to transcription, the
attention directed toward the control of mRNA degradation has

Molecular Systems Biology 2008 1
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Small non-coding RNAs (sRNAs) have important functions as genetic regulators in prokaryotes.
sRNAs act post-transcriptionally through complementary pairing with target mRNAs to regulate
protein expression. We use a quantitative approach to compare and contrast sRNAs with
conventional transcription factors (TFs) to better understand the advantages of each form of
- regulation. In particular, we calculate the steady-state behavior, noise properties, frequency-
dependent gam (ampllflcatlon), and dynamlcal response to large 1nput sxgnals of both forms of

Nonetheless,_ _we fmdnthat sRNAs are better- than TFs ‘ltermg noise-in- mput s1gnals'.'" di

we find-that sRNAs allow cells:to respond: rapidly to'large changes in inputsignals, These features
sugges"tﬂiv ‘niche’ for sRNAs in allowing cells to transition quickly yet reliably between distinct
states. This functional niche is consistent with the widespread appearance of sRNAs in stress
response and quasi-developmental networks in prokaryotes.
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Introduction

It is now clear that small non-coding RNAs (sRNAs) have a
crucial function in prokaryotic gene regulation as both positive
and negative regulators. sRNAs are involved in many
biological functions, including quorum sensing (Fuqua et al,
2001; Lenz et al, 2004), stress response and virulence factor
regulation (Gottesman, 2004; Storz et al, 2004, 200S;

Majdalani et al, 2005; Gottesman et al, 2006), and the:

regulation of outer membrane proteins (Guillier et al, 2006;
Vogel and Papenfort, 2006). One major class of prokaryotic
sRNAs (antisense sRNAs) negatively regulates proteins by
destabilizing the target protein’s mRNA (Figure 1). These
~100bp antisense sSRNAs prevent translation’ by binding to
the target mRNAs in a process mediated by the RNA chaperone
Hfq (Gottesman, 2004; Lenz et al, 2004). On binding, both the
mRNAs and sRNAs are degraded (Gottesman, 2004), suggest-
ing that prokaryotic SRNAs—unlike their eukaryotic counter-

© 2008 EMBO and Macmillan Publishers Limited

parts—act stoichiometrically on their targets. Other antisense
sRNAs positively regulate protein expression by promoting
ribosome binding to target mRNAs, also in a stoichiometric
manner (Gottesman, 2004).

Although transcription factor (TF)-based regulation is
ubiquitous in prokaryotic gene circuits (Ptashne and Gann,
2001), thus far sRNAs have largely been found in circuits
responding to strong environmental cues (e.g. extreme
nutrient limitation). This leads to a natural question: are
transcriptional regulation by TFs and post-transcriptional
regulation by sRNAs distinctly well suited for different
biological tasks?

To address this question, we report a quantitative compar-
ison of the signaling properties of TF- and sRNA-based gene
regulation. In general, a signaling system can be characterized

. byhow it processes different types of inputs. We therefore treat

TF- and sRNA-based regulation as signal processing systems

. with an input signal—the average concentration of the TFs

Molecular Systems Biology 2008 1
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Cell-free systems offer a unique platform for expanding the capabilities of natural biological systems
for useful purposes, i.e. synthetic bioclogy. They reduce complexity, remove structural barriers, and
do not require the maintenance of cell viability. Cell-free systems, however, have been limited by
their inability to co-activate multiple biochemical networks in a single integrated platform. Here, we
report the assessment of biochemical reactions in an Escherichia coli cell-free platform designed to
activate natural metabolism, the Cytomim system. We reveal that central catabolism, oxidative
phosphorylation, and protein synthesis can be co-activated in a single reaction system. Never before

have these complex systems been shown to be simultaneously activated without living cells. The :.
Cytomim system therefore promises to provide the metabolic foundation for diverse ab initio cell- *

free synthetic biology projects. In addition, we describe an improved Cytomim system with
enhanced protein synthesis yields (up to.1200 mg/1 in 2 h) and lower costs to facilitate production of
protein therapeutics and bidchemicals that are difficult to make in vivo because of their toxicity,
complexity, or unusual cofactor requirements. N
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Introduction

Cell-free systems provide a valuable platform for under-
standing, using, and expanding the capabilities of natural
systems (Forster and Church, 2006, 2007; Swartz, 2006;
Doktycz and Simpson, 2007; Meyer et al, 2007). As a

complement to in vivo-based approaches, cell-free systems’

have the advantage of offering direct access to complex
biological processes. New components (natural and non-
natural) can be added or synthesized and can be maintained at
precise ratios. The chemical environment can be controlled,
actively monitored, and rapidly sampled. Moreover, systemic
responses to environmental stimuli are minimized and high
efficiency is afforded by directing resources toward exclusive
user-defined objectives.

Cell-free protein synthesis (CFPS) systems, based on crude
extracts, are one of the most prominent examples of cell-free
biology. They were used in the pioneering studies of Nirenberg and
Matthaei (1961) and played an essential role in demphermg

© 2008 EMBO and Macmillan Publishers Limited )

the genetic code (Nirenberg, 2004). More recently, CFPS
has shown remarkable utility as a protein synthesis technology
(Katzen et al, 2005; Swartz, 2006), including the production of
patient-specific vaccine candidates (Yang et al, 2005; Kanter
et al, 2007) and pharmaceutical proteins (Yang et al, 2005;
Goerke and Swartz, 2008). To test and model our under-
standing of how biology works, constructive cell-free ap-
proaches have also been reported. Shimizu et al (2001)
reconstituted all of the factors necessary for protein synthesis
from purified components. Additionally, genetic circuits have
been built in crude extracts (Noireaux et al, 2003) and also
from individual-macromolecules (Kim et al, 2006).

Despite being used for decades as a tool in fundamental and
applied research, one major disadvantage of most cell-free
systems is their inability to co-activate multiple complex
biochemical networks in a single integrated platform. To
address this challenge, we sought to create a useful’and cost-
effective cell-free system that co-activates central metabolism,

. oxidative phosphorylation, transcription, translation, and
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General stress response signalling: unwrapping transcription
complexes by DNA relaxation via the sigmad8 C-terminal

domain

Summary

Escherichia coli responds to stress by a combina-
tion of specific and general transcription signalling
pathways. The general pathways typically require the
master stress. regulator sigma38 (rpoS). Here we
show that the signalling from multiple stresses that
relax DNA is processed by a non-conserved eight-
amino-acid tail of the sigma 38 C-terminal domain. By
contrast, responses to two stresses that accumulate
potassium glutamate do not rely on this short tail, but
still require the overall C-terminal domain. In vitro
transcription and footprinting studies suggest that
multiple stresses can- target' a poised RNA poly-
merase and activate it by unwrapping DNA from a
nucleosome-like state, allowing the RNA polymerase
to escape into productive mode. This transition can
be accomplished by either the DNA relaxation or
potassium glutamate accumulation that characterizes
many stresses.

Introduction

In its natural environments Escherichia colimust deal with
many stresses, often simultaneously. These include the
gastric stomach of certain hosts, the high osmotic pres-
sure of the lower gastrointestinal tract and other saline
environments, extreme_heat and cold, radiation chal-
lenges and frequent nutritional limitation (Hengge-Aronis,
2002). The bacterium has evolved specific pathways that
produce defined sets of protective proteins tailored for
each challenge. These pathways are mostly mediated by
transcription factors (Giuliodori et al., 2007). Such factors
include macromolecules such as activators, repressors
and sigma factors, the latter for example for heat shock
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(Yura et al., 2007). The cell also uses small molecules to
directly influence RNA polymerase in response io certain
stresses. These include ppGpp for general nutritional
stress (Gralla, 2005), glutamate for osmotic stress (Lee
and Gralla, 2004) and acetate for volatile fatty acid stress
(Rosenthal et al., 2006; 2008a). The protective proteins
produced by these various pathways include both unique
and overlapping species (Weber et al., 2005).

In addition, E. coli and related bacteria have a general
stress response. This is mediated by the general stress
regulator sigma38 (rpo8S, sigmaS) (Hengge-Aronis, 2002).
Sigma38 levels are low in the rare stress-free environ-
ment and become higher in response to most stresses
(Hengge-Aronis, 1996). After it accumulates sigma38
binds a fraction of the common core RNA polymerase and
transcribes two sets of protective genes, those specific for
the inducing stress and also for general stress-adaptive
proteins (Weber et al, 2005). The promoters for all of
these protective genes include DNA elements that favour
transcription by the sigma38 holoenzyme (Lee and Gralla,
2001; Typas et al., 2007). A number of these genes rely
on promoter-specific DNA binding regulators, which typi-
cally associate with upstream elements to assist in tran-
scription in response to specific stresses (Sayed et al.,
2007). However, no individual DNA binding regulator is
responsible for the general stress response.

A well-studied general stress factor is the periplasmic
protein osmY (Yim etal, 1994). Although originally
studied in the context of osmotic stress (Ding ef al., 1995),
osmY is generally stress-induced, for example by heat
(Muffler et al, 1997), cold (Jones et al., 2006), acetate
(Arnold et al., 2001) and acid stresses as well as duting
entry into stationary phase (Weber et al., 2005). In the
absence of stress the osmY gene is silent, even when
sigma38 is present. Under such conditions the osmY pro-
moter can be occupied by sigma38 RNA polymerase, but
the transcription complex is not active (Rosenthal et al.,
2008b). In the case of osmotic stress the activating
event is ‘believed to be the accumulation of potassium
glutamate. This has been reproduced in vitro on super-
coiled DNA; the transcription complex is maintained in an
apparently wrapped inactive state and then potassium
glutamate unwraps the sigma38 RNA polymerase as
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Localization of general and regulatory proteolysis in
Bacillus subtilis cells

Summary

Protein degradation mediated by ATP-dependent
proteases, such as Hsp100/Clp and related AAA+
proteins, plays an important role in cellular protein
homeostasis, protein quality control and the regula-
tion of, e.g. heat shock adaptation and other cellular
differentiation processes. CIpCP with its adaptor pro-
teins and other related proteases, such as ClpXP or
CIpEP of Bacillus subtilis, are involved in general
and regulatory proteolysis. To determine if proteolysis
occurs at specific locations in B. subtilis cells, we
analysed the subcellular distribution of the Clp system
together with adaptor and general and regulatory sub-
strate proteins, under different environmental condi-
tions. We can demonstrate that the ATPase and the
proteolytic subunit of the Clp proteases, as well as the
adaptor or substrate proteins, form visible foci, repre-
senting active protease clusters localized to the polar
and to the mid-cell region. These clusters could repre-~
sent a comparimentalized place for protein degrada-
tion positioned at the pole close to where most of the
cellular protein biosynthesis and also protein quality
control are taking place, thereby spatially separating
protein synthesis and degradation.

Introduction

Protein degradation plays an important role in protein
homeostasis and in protein quality control. Together with
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molecular chaperone systems, proteases ensure the
proper function of proteins in their cellular environment
(Hartl and Hayer-Hartl, 2002; Bukau et al., 2006). Pro-
teolysis is also used for regulatory purposes, such as the
regulated degradation of key transcription factors that
control cell cycle, developmental or adaptation processes
(Ciechanover, 1998; Gottesman, 2003; Jenal and
Hengge-Aronis, 2003; Pickart and Cohen, 2004).

Both general and regulatory proteolysis are mediated by
dedicated molecular machines, which are ATP-dependent
proteases consisting of ring-forming hexameric Hsp100/

-Clp proteins of the AAA+ family, associated on both sides of

the barrel-forming peptidases complex. The AAA+ proteins
of the protease can recognize, unfold and translocate
proteins into the proteolytic chamber of the interacting
peptidase compartment (Lupas et al., 1997; Wickner et al.,
1999; Pickart and Cohen, 2004; Sauer et al., 2004). An
example of such proteases in eukaryotes is the protea-
some (Ciechanover, 1998; Pickart and Cohen, 2004). In
prokaryotic cells, homologous protease complexes are
formed by the AAA+ proteins ClpA, ClpX or ClpC, which
assemble with the peptidase ClpP (Wickner et al., 1999;
Sauer et al., 2004). Relatively litile is known concerning the
subcellular localization of these protease systems, their
substrates and other components of the protein quality
control system (Wojcik and DeMartino, 2003; Lindner
et al., 2008), even though this information is important for a
full comprehension of the diverse and important intracellu-
lar processes involving proteolysis and protein quality
control (Balch et al., 2008).

We use the model organism Bacillus subtilis to investi-
gate the dynamic subcellular localization of the Hsp100/
Clp protease systems. Cells of a B. subtilis population can
adapt and react to a wide array of environmental changes
by, e.g. heat shock and general stress adaptation (Hecker
etal., 2007), and developmental processes, such as
sporulation (Rudner and Losick, 2001) or competence
development (Chen et al., 2005).

The B. subtilis Hsp100/Clp proteins ClpC, CIpE and
ClpX associate with CIpP to form protease complexes. Of
these three Hsp100/Clp proteins, ClpX is the most abun-
dant Clp ATPase under normal growth conditions (Gerth
et al., 2004). CipC and ClpX are intricately involved in
both-general protein quality control (Krliger et al., 1994;
2000; Wiegert and Schumann, 2001; Schlothauer et al.,
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Inducible protein degradation in Bacillus subtilis using
heterologous peptide tags and adaptor proteins to target
substrates to the protease ClpXP

Summary

The ability to manipulate protein levels is useful
for dissecting regulatory pathways, elucidating gene
function and constructing synthetic biological
circuits. We engineered an inducible protein degrada-
tion system for use in Bacillus sublilis based on
Escherichia coli and Caulobacter crescentus ssrA
tags and SspB adaptors that deliver proteins to ClpXP
for proteolysis. In this system, modified ssrA degra-~
dation tags are fused onto the 3' end of the genes of
interest. Unlike wild-type ssrA, these modified tags
require the adaptor protein SspB to target tagged
proteins for proteolysis. In the absence of SspB, the
tagged proteins accumulate to near physiological
levels. By inducing SspB expression from a regulated
promater, the tagged substrates are rapidly delivered
to the B. subtilis ClpXP protease for degradation. We
used this system to degrade the reporter GFP and
several native B. subtilis proteins, including, the tran-
scription factor ComA, two sporulation kinases (KinA,
KinB) and the sporulation and chromosome partition-
ing protein Spo0dJ. We also used maodified E. coli and
C. crescentus ssrA tags to independently control the
degradation of two different proteins in the same cell.
These tools will be useful for studying biological pro-
cesses in B. subtilis and can potentially be modified
for use in other bacteria.

Introduétion

The ability to experimentally manipulate protein levels
within the cell is useful for studying biological processes.
Protein levels are typically manipulated by overexpress-
ing or deleting the gene encoding the protein of interest. In
the case of essential genes, conditional alleles, including
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those that regulate transcription of the gene of interest
thereby allowing expression to be turned off or down, and
temperature sensitive (ts) mutations, are used to reduce
or eliminate function. Transcriptional depletion studies
can be problematic due to the time required to sufficiently
reduce pre-existing protein levels, and isolating ts alleles
is often laborious and involves extensive characterization
of isolated mutants. In eukaryotes, an N-terminal tag that
confers temperature induced degradation has been
used widely to selectively inactivate proteins of interest
(Dohmen et al., 1994; Dohmen and Varshavsky, 2005;
Dohmen, 2006).

We constructed an inducible degradation system in
Bacillus subtilis by modifying the Escherichia coli and
Caulobacter créscentus ssrA degradation signals. Many
bacteria (Gueneau de Novoa and Williams, 2004) use the
ssrA or tmRNA (combined transfer and messenger RNA)
tagging system for rescuing stalled ribosomes and target-
ing polypeptides for degradation. When a ribosome stalls
on an mRNA, tmRNA can enter the ribosome leading to
the addition of amino acids, the ssrA tag, onto the
C-terminus of the nascent polypeptide. The ssrA tag
enables the ribosome to terminate translation and disen-
gage the polypeptide, while simultaneously providing a
mechanism for clearing truncated polypeptides from the
cell by targeting them for degradation by the highly con-
served protease ClpXP (Tu etal, 1995; Keiler etal,
1996; Gottesman et al., 1998; Moore and Sauer, 2007).
The last three amino acids of the ssrA tag (LAA) are highly
conserved and comprise the ClpX-recognition sequence
(Flynn etal, 2001; Wiegert and Schumann, 2001;
Gueneau de Novoa and Williams, 2004; Chien etal.,
2007a; Lessner et al., 2007; Fig. 1A).

In some cases, an adaptor protein, e.g. SspB in E. coli
and C. cresentus, interacts with sequences in the ssrA tag
upstream of the ClpX-recognition element (Fig. 1A) and
tethers tagged substrates to ClpX to aid in degradation
(Chien et al., 2007a; Lessner etal, 2007; Levchenko
et al., 2000). The SspB-recognition sequence in ssrA is
less conserved than the ClpX-recognition sequence,
allowing for specific interactions between ssrA and its
cognate SspB adaptor (Flynn et al.,, 2001; Gueneau de
Novoa and Williams, 2004; Chien et al., 2007b; Fig. 1A).
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Revealed by Single-Molecule Experiments

0i Kwan Wong', Martin Guthold?, Dorothy A. Erie?, Jeff Gelles'" '

4
1 Department of Biochemistry, Brandeis University, Waltham, Massachusetts, United States of America, 2 Department of Physics, Wake Forest University, Winston-Salem,
North Carolina, United States of America, 3 Department of Chemistry and Curriculum Applied and Materials Sciences, University of North Carolina at Chapel Hill, Chapel Hill,
North Carolina, United States of America . .

N

At many promoters, transcription is regulated by simultaneous binding of a protein to multiple sites on DNA, but the'
structures and dynamics of such transcription factor-mediated DNA loops are poorly understood. We directly examined
in vitro loop formation mediated by Escherichia coli lactose repressor using single-molecule structural and kinetics
methods. Small (~150 bp) loops form quickly and stably, even with out-of-phase operator spacings. Unexpectedly,
repeated spontaneous transitions between two distinct loop structures were observed in individual protein-DNA
complexes. The results imply a dynamic equilibrium between a novel loop structure with the repressor in its
crystallographic “V” conformation and a second structure with a more extended linear repressor conformation that
substantially lessens the DNA bending strain. The ability to switch between different loop structures may help to
“explain how robust transcription regulation is maintained even though the mechanical work required to form a loop
may change substantially with metabolic conditions. :
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evidence from studies in vitro ([15,16] and references therein)
and in vivo [17] that stable looped repressor-DNA complexes

DNA looping, in which a protein or protein complex can form with operator spacings as small as or smaller than
interacts simultaneously with two separated sites on a DNA the 92-bp 0y-0s spacing. Even spacing the operators so that
molecule, is a recurring theme in transcription regulation [1).  they are positioned on opposite sides of the double helix only
A prototypical example is transcription initiation at the E. coli 14.5 and 15.5 turns apart, so that substantial DNA twisting
lacZYA promoter, which is modulated through DNA looping ~ and bending may be required to close the loop, allows
by the lactose repressor. The promoter vicinity includes three formation of putatively looped species, apparently with only

Introduction

operator sites: a primary opera‘tor (01) located 11 bp a modest reduction in stability relative to similarly sized in-
down.stream from the lacZ transcription start s1'te., and two phase loops [15]. Out-of-phase operator spacings of similar
auxiliary operators (O and Os) with lower affinities for the size also give levels of repression in vivo consistent with
repressor located 401 bp downstream and 92 bp upstream of looping [18].

0y, respectively (see review [2]). Repressor binding to O; No direct determinations of the structures of small Lac
blocks transcription from the lacZ¥A promoter. Nevertheless, repressor-DNA looped complexes are available. The avail-
the presence of Op and Os is indispensable for complete  ,pijity of crystallographic structures for the repressor alone

transcriptional repression in wild-t}‘fpe. bacFerial strains and in complex with two DNA oligonucleotides [19,20],
because the repressor loops DNA by binding s%multaneously together with studies of the thermodynamic and kinetic .
to O and Op or Os [3-6], and such looping enhances o bilities of Lac repressor-DNA looped complexes in vitro
repression by increasing the occupancy of 0y by repressor [7,21-25], have led to the proposal of a variety of different
(571 I : . structural models for looped protein-DNA complexes

In many transcription factors that function at least in part [1,19,20,24,26-28]. Most of these models are based on the
by DNA looping (for cxam’b le, the lam'b da, ara, a}nd gal crystallographic repressor-oligonucleotide model and a
repressor [8_1.0])’ the protein complex interacts with tv‘vo smoothly bent interoperator DNA segment. However, the
binding sites displayed on the same face of the double helix. tightly bent or strongly twisted interoperator DNA in these

"Both in vitro and in vivo, these systems display a character- . . ) .
. - b4 pay . . models is predicted to be highly energetically unfavorable
istic dependence of repression on interoperator spacing, with

strong repression when operators are separated by an integer,
number of helical repeats (“in phase”), and repression weak Academic Editor: Daniel Herschlag, Stanford University, United States of America
or absent when an additional half turn of the h.ellx 1? added Received May 3, 2008; Accepted August 13, 2008; Published September 30, 2008
(“out of phase”) [9,11-14]. The reduced repression with out-
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The NDR/LATS Family Kinase Cbk1 Directly
Controls Transcriptional Asymmetry
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Cell fate can be determined by asymmetric segregation of gene expression regulators. In the budding yeast
Saccharomyces cerevisiae, the transcription factor Ace2 accumulates specifically in the daughter cell nucleus, where it
drives transcription of genes that are not expressed in the mother cell. The NDR/LATS family protein kinase Cbk1 is
required for Ace2 segregation and function. Using peptide scanning arrays, we determined Cbk1’s phosphorylation
consensus motif, the first such unbiased approach for an enzyme of this family, showing that it is a basophilic kinase
with an unusual preference for histidine —5 to the phosphorylation site. We found that Cbk1 phosphorylates such sites
in Ace2, and that these modifications are critical for Ace2’s partitioning and function. Using proteins marked with GFP
variants, we found that Ace2 moves from isotropic distribution to the daughter cell nuclear localization, well before
cytokinesis, and that the nucleus must enter the daughter cell for Ace2 accumulation to occur. We found that Cbk1,
unlike Ace2, is restricted to the daughter cell. Using both in vivo and in vitro assays, we found that two critical Cbk1
phosphorylations block Ace2’s interaction with nuclear export machinery, while a third distal modification most likely
acts to increase the transcription factor’s activity. Our findings show that Cbk1 directly controls Ace2, regulating the
transcription factor’s activity and interaction with nuclear export machinery through three phosphorylation sites.
Furthermore, Cbk1 exhibits a novel specificity that is likely conserved among related kinases from yeast to metazoans.
Cbk1 is functionally restricted to the daughter cell, and cannot diffuse from the daughter to the mother. In addition to
providing a mechanism for Ace2 segregation, these findings show that an isotropically distributed cell fate
determinant can be asymmetrically partitioned in cytoplasmically contiguous cells through spatial segregation of a
regulating protein kinase.

3 . .
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specific genes. In budding yeast, daughter cells are prevented

Introduction
t from switching mating types by the asymmetrically segregated

Cells can adopt divergent fates upon division by unequally
distributing molecules or structures that direct distinct gene
expression programs. The genesis of this asymmetry rests on
the cell’s underlying architecture, and can involve segregation
of mRNAs, transcription factors, and cell surface receptors
[1,2]. Unquestionably critical for metazoan development,
asymmetric gene expression is also important in unicellular
eukaryotes. In the budding yeast Saccharomyces cerevisiae, for
example, unequal partitioning of specific transcription
factors causes mother and daughter cells to express different
genes late in division [8-7].

Asymmetry of intracellular cell fate determinants requires
their physical segregation as well as a mechanism to ensure
that they do not act before the differentiating cells are
functionally separated. In a number of well-characterized
cases, transcriptional regulators are directly partitioned by
cytoskeleton-associated machinery.

In Drosophila melanogaster, differentiation of neuroblasts and
ganglion mother cells (GMCs) is achieved through asymmetric
segregation of the transcription factor Prospero’s protein
and mRNA, in association with the adaptor proteins Miranda
and Staufen [8-10]. Miranda’s segregation to the cortex of the
presumptive GMC involves the actin cytoskeleton and the
opposing activities of myosin VI and myosin II; this is
mitotically. regulated by the anaphase-promoting complex/
cyclosome [11]. In the next cell cycle, Prospero translocates to
the GMC nucleus, where it regulates transcription of GMC-

@ PLoS Biology | www.plosbiology.org

transcriptional repressor Ashl. This partitioning also de-
pends on the actin cytoskeleton: ASHI mRNA is transported
by a class V myosin to the bud tip during mitosis and tethered
to the daughter cell cortex. It remains there until the
beginning of the next cell cycle, whereupon it is translated
to produce the Ashl repressor protein [4-6].

Asymmetric gene expression is also important in the last
step of budding yeast cell division, but is generated by a
different mechanism. Final separation of mother and
daughter yeast cells requires removal of a chitin-rich septum
constructed between the cells during cytokinesis [12].
Destruction of this septum occurs from the daughter side.
This asymmetry is due to a daughter-specific transcriptional
program driven by the transcriptional activator Ace2, which
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Stochastic fluctuations affect the dynamics of biological systems.
Typically, such noise causes perturbations that can permit genetic
circuits to escape stable states, triggering, for example, phenotypic
switching. In contrast, studies have shown that noise can surprisingly
also generate new states, which exist solely in the presence of
fluctuations. In those instances noise is supplied externally to the
dynamical system. Here, we present a mechanism in which noise
intrinsic to a simple genetic circuit effectively stabilizes a determin-
istically unstable state. Furthermore, this noise-induced stabilization
represents a unique mechanism for a genetic timer. Specifically, we
analyzed the effect of noise intrinsic to a prototypical two-component
gene-circuit architecture composed of interacting positive and nega-
tive feedback loops. Genetic circuits with this topology are common
in biology and typically regulate cell cycles and circadian clocks. These
systems can undergo a variety of bifurcations in response to param-
eter changes. Simulations show that near one such bifurcation, noise
induces oscillations around an unstable spiral point and thus.effec-
tively stabilizes this unstable fixed point. Because of the periodicity of
these oscillations, the lifetime of the noise-dependent stabilization
exhibits a polymodal distribution with multiple, well defined, and
regularly spaced peaks. Therefore, the noise-induced stabilization
presented here constitutes a minimal mechanism for a genetic circuit
to function as a timer that could be used in the engineering of
synthetic circuits.

bifurcation | dynamics | circuit | stochastic | quantized cycle

tochastic fluctuations in gene expression and protein concen-
trations are a natural by-product of biochemical reactions in
cells. Properties of this biochemical noise within genetic circuits,
such as their amplitude, distribution, and propagation, have been
extensively characterized (1-9). Additionally, theoretical and ex-
perimental studies have established that such noise can induce
stochastic switching between distinct and stable phenotypic states
(5, 10-23). Noise within genetic circuits is therefore thought to
contribute to phenotypic heterogeneity in genetically identical
cellular populations. It has also recently been shown experimentally
that noise can trigger cellular differentiation in fruit flies and
bacteria (14, 17, 18, 24). Together, these studies establish that noise
can play an active functional role in cellular processes by effectively
destabilizing and thus inducing escape from stable phenotypic
states, ,
Besides its common role in destabilizing stable states, noise
can also have the more counterintuitive effect of generating new
stable states that do not exist in the absence of fluctuations (25).
In particular, noise-induced bistability has been reported theo-
retically (26, 27) and experimentally (2). In those situations, one
of the two stable solution branches is usually present irrespective
of fluctuations, whereas the second one is purely induced by
noise (28). The appearance of such noise-induced branches of
solutions requires particular nonlinearities in the underlying
equations, and frequently an extrinsic noise source. It is thus of
interest to establish mechanisms through which noise-induced
stabilization can be caused by noise. that is intrinsic to the
biochemical reactions that comprise biological systems. Further-
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“more, because of the limited number of examples of noise-

induced stabilization, it is unclear if and what different mecha-
nisms can support this counterintuitive phenomenon.

The address the questions raised above, we have investigated a
prototypical two-component activator-repressor genetic circuit asa
model system (Fig. 14). This circuit comprises a promoter (P,) that
expresses a transcription factor (4) that can activate both its own
promoter (P,) and the promoter of a repressor (P,). The repressor
protein (R) can inhibit the activity of the transcription factor (4) by
targeting it for degradation. The autoregulation of the activator
forms a positive feedback loop, whereas the activation of the
repressor (R) and the consecutive inhibition of the activator mol-
ecule (4) by the repressor (R) establish a net negative feedback
loop. Expression of activator and repressor transcription factors is
thus synchronized where 4 and R can both be either high or low.
Thus, this system constitutes a simple genetic circuit with interacting
positive and negative feedback loops.

Natural genetic circuits that are composed of such interacting

positive and negative feedback loops typically support various

nonlinear dynamic behaviors (29). In particular, this circuit topol-
ogy is common among genetic oscillators, such as cell cycle and
circadian clocks (30-35). Additionally, transient cellular processes
such as cell membrane polarization in neurons (36), yeast (37), and
differentiation in bacteria (17, 18, 20) are also controlled by genetic
circuits that are similar in.architecture. Therefore, understanding
how noise influences the dynamics of genetic circuits with this
shared topology will be of general relevance to a wide range of
cellular processes. Furthermore, a mechanistic ‘understanding of
the effects of noise on this simple circuit could guide the engineer-
ing of synthetic circuits with nonlinear dynamical behavior.

This investigation of the prototypical activator—inhibitor circuit
described above shows that intrinsic noise is able to effectively
stabilize an unstable state via a mechanism distinct and much
simpler than those proposed to date. Below, we present results that
demonstrate that intrinsic noise stabilizes an unstable fixed point
that already exists deterministically. Specifically, when an unstable
spiral point coexists with a second stable state from which it is
separated by a saddle point, the phase-space topology is such that
stochastic fluctuations are able to induce stochastic oscillations (38)
around the unstable spiral. These oscillations in turn lead to
increased dwell times in the region of space around the unstable
fixed point, and therefore to its effective stabilization. We remark
that, in ‘our case, the effect is caused by standard intrinsic noise and
does not require an external noise source.

Interestingly, this stabilization mechanism based on noise-
induced oscillations around the unstable state also restricts the time
window during which switching from the unstable high-expression
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The AbrB protein of the spore-forming bacterium Bacillus subtilis is
a repressor of numerous genes that are switched on during the
transition from the exponential to the stationary phase of growth.
The gene for AbrB is under the negative control of the master
regulator for entry into sporulation, SpoOA~P. It has generally
been assumed that derepression of genes under the. negative
control of AbrB is achieved by Spo0A~P-mediated repression of
abrB followed by rapid degradation of the AbrB protein. Here, we
report that AbrB levels do decrease during the transition to
‘stationary phase, but that this decrease is not the entire basis by
which AbrB-controlled genes are derepressed. Instead, AbrB is
inactivated by the product of a uncharacterized gene, abbA (for-
merly ykzF), whose transcription is switched on by Spo0OA~P. The
abbA gene encodes an antirepressor that binds to AbrB and
prevents it from binding to DNA. Combining our results with
previous findings, we conclude that SpoOA~P sets in motion two
parallel pathways of repression and antirepression to trigger the
expression of diverse categories of genes during the transition to
stationary phase. :

sporulation | transcription

B acteria ordinarily spend a relatively brief period of their
existence in the exponential phase of growth (1-3). Nutri-
ents become limiting, or other adverse environmental changes
take place as cells reach a high population density, causing
growth to slow and the bacteria to enter stationary phase. Coping
with the transition to stationary phase involves dramatic changes
in gene expression in which suites of genes are switched on that
enable the cells to adapt to unfavorable circumstances. These
changes are governed by signal transduction pathways that sense
the onset of adverse circumstances and respond by activating (or
inactivating) global regulatory proteins. One such global regu-
lator is the general stress response transcription factor o5, which
helps govern the transition to stationary phase in Escherichia coli
(4, 5). In the spore-forming bacterium Bacillus subtilis, the
subject of this investigation, the transition to stationary phasc is
pr1nc1pally governed by five regulatory proteins, CodY (6) oB (7,
8), ot (9), Spo0A~P (10), and AbrB (11). :

How CodY helps to govern the transition to stationary phase
is well understood. Its activity as a repressor depends on either
of two cofactors, GTP or a branched chain amino acid (12, 13).
In the absence of either ligand, CodY’s ability to bind DNA is
impaired. Thus, because GTP or branched chain amino acid
levels drop during nutrient limitation, repression is relieved and
genes under the control of CodY are derepressed. Our under-
standmg of how oB-, o™-, and Spo0A-controlled gene expression
iscoupled to the exit from the exponential phase of growth is less
complete. The o® factor, for example, is activated by convergent
pathways that sense, in an as yet undefined way, the lack of
certain nutrients and the presence of certain kinds of physical-
chemical signals (14). Spo0A, a member of the response regu-
lator family of phosphoproteins, is activated by phosphorylation
in response to nutrient limitation via a multicomponent phos-
phorelay (15). The phosphorelay is initiated by several kinases

)

www.pnas.org/cgi/doi/10.1073/pnas.0805203105

that are thought to recognize intra- or extracellular signals.
When phosphorylated, SpoOA~P acts as an activator or repres-
sor of =120 genes under its direct control, including genes
required for ‘sporulation (16). However, how phosphorelay-
mediated phosphorylation of Spo0OA is coupled to a drop in
nutrient availability has not been elucidated.

The fifth transcriptional control protein, the “transition-state
regulator” AbrB and the focus of this report, has been of interest
for almost 40 years (17-19). Yet little is known about the
mechanisms that govern the derepression of AbrB-controlled
genes at the end of the exponential phase of growth. The gene
for AbrB was discovered because of the observation that mu-
tations at the abrB locus suppressed some of the phenotypes
characteristic of spo0A4 and other mutants blocked in the initi-
ation of sporulation. However, how AbrB acted was mysterious
for many years (20). An important clue came from studies of two
promoters that depended on Spo0A~P for their activation (21,

22). In both cases, an abrB mutation was found to bypass the

dependence on spo0A4, and in one case, it resulted in constitutive
transcription. These findings indicated that AbrB is likely a
repressor that is present in vegetatively growing cells and is
inactivated or eliminated by the action of Spo0A at the end of the
exponential phase of growth. Indeed, subsequent biochemical
work confirmed that AbrB is a DNA-binding protein that acts by
repressing target genes (23, 24). The further demonstration that
Spo0A~P directly represses abrB (25) led to the view that
derepression of genes under AbrB control is mediated by a
Spo0A~P-imposed block in abrB transcription combined with
rapid depletion of AbrB protein by degradation (24, 26, 27).
As we report here, AbrB levels do decrease as cells transition
from exponential growth to stationary phase, but this drop in
AbrB levels is not the sole basis for the derepression of genes
under its control. Instead, AbrB is inactivated by the product of
a previously uncharacterized gene, ykzF (for which we introduce
the name abb4 for antirepressor of abrB A) that is directly
switched on by Spo0A~P (16, 28). We show that abb4 encodes
an AbrB-binding protein that forms a complex with the repressor
and prevents it from adhering to DNA. Thus, the derepression
of some or all genes under the negative control of AbrB involves
the Spo0A~P-induced synthesis of an antirepressor. A parallel
thereby emerges between AbrB and the SinR repressor of B.
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Exploring RNA transcription and turnover in vivo

by using click chemistry

Cindy Y. Jao and Adrian Salic*

Department of Cell Biology, Harvard Medical Schaol, 240 Longwood Avenue, Boston, MA 02115

Communicated by Howard Green, Harvard Medical School, Boston, MA,
August 28, 2008 (received for review June 18, 2008)

We describe a chemical method to detect RNA synthesis in cells,
based on the biosynthetic incorporation of the uridine analog
5-ethynyluridine (EU) into newly transcribed RNA, on average once
every 35 uridine residues in total RNA. EU-labeled cellular RNA is
detected quickly and with high sensitivity by using a copper
(1)-catalyzed cycloaddition reaction (often referred to as “click”
chemistry) with fluorescent azides, followed by microscopic imag-
ing. We demonstrate the use of this method in cultured cells, in
which we examine the turnover of bulk RNA after EU pulses of
varying lengths. We also use EU to assay transcription rates of
various tissues in whole animals, both on sections and by whole-
mount staining. We find that total transcription rates vary greatly
among different tissues and among different cell types within
organs.

5-ethynyluridine | microscopy | azide | alkyne | fluorescence

wo methods have been used to measure rates of total
transcription in cells. The first method relies on labeling
RNA with radioactive nucleosides followed by tissue autora-
diography (1). Autoradiography is very slow, requiring exposure
times of weeks to months (1); working with radioactivity is also

- cumbersome and the spatial resolution of the microscopic im-

ages obtained is poor.

The second method measures incorporation into RNA of
5-bromouridine (BrU), delivered to cells either as 5-bromouri-
dine triphosphate (BrUTP) or as BrU. Because cells are imper-
meable to BrUTP, they must be microinjected with it (2, 3),
permeabilized in the presence of BrUTP (4), transfected with
BrUTP liposomes (5), scratch labeled (6), or loaded with BrUTP
by osmotic shock (7). Aside from the high cost of BrUTP, the
methods are labor intensive and not applicable to all cell types
or to whole-animal studies. BrU is taken up by cells and
incorporated into the pool of nucleotide phosphates by means of
the ribonucleoside salvage pathway. Cells are then fixed and BrU
incorporation into RNA is detected by immunostaining (8). One
of the main disadvantages of BrU detection is that, being an
antibody-based method, staining of tissues is limited by antibody
diffusion into the specimen. Thus, tissues have to be sectioned
and whole-mount examination of RNA synthesis in tissues and
organs is practically very limited.

We recently described a chemical method to assay DNA
synthesis in vivo by using 5-ethynyl-2'-deoxyuridine (EdU), a
thymidine analog that incorporates efficiently into DNA (9).
EdU can be detected rapidly and with great sensitivity with
fluorescent azides by means of a Sharpless~-Meldal copper
(I)-catalyzed Huisgen cycloaddition reaction (10, 11), a highly
efficient and selective reaction often referred to as a “click”
reaction. We have now extended this methodology to devise a
chemical method to assay RNA synthesis in vivo.

We show that 5-ethynyluridine (EU) is incorporated into RNA
transcripts generated by RNA polymerases I, 1T, and III in cells.
EU-labeled cellular RNA can be detected quickly and with high
sensitivity with fluorescent azides. Detection of EU is much
faster than an anti-BrU immunostain and allows whole-mount
staining of large organ and tissue fragments. Conveniently, EU

www.pnas.org/cgi/doi/10.1073/pnas.0808480105
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Fig.1. Imaging cellulartranscription by using EU. (4) Structure of the uridine
analog EU, a biosynthetic RNA label. (B) EU incorporation into RNA in NIH 3T3
cells. Cells were grown without EU (i, v, and ix), with 50 uM EU (#i, vi, and x),
200 1M EU (iii, vii, and xi), or 1 mM EU (iv, viii, and xii) for 20 h. The cells were
fixed and reacted with 10 uM Alexa594-azide. EU-labeled cells show strong
nuclear and weaker cytoplasmic staining, proportional to the added EU
concentration. Note the intense staining of nucleoli. All cells incorporate EU,
although some cell-to-cell variability is observed. (C) Rapid uptake and incor-
poration of EU by cells. NIH 3T3 cells were incubated with 1 mM EU for varying
amounts of time, followed by fixation and EU detection. Strong nuclear
staining is visible after 30 min (ii}), although even after 10 min (i/), a signal
above background is observed at longer exposure times (data not shown). EU
staining intensity increases quickly in the first 3 h (/v and v) and then more
slowly up to 24 h (vi).

does not significantly label cellular DNA, thus making it a
specific transcriptional label. We demonstrate the use of EU in
assaying the turnover of bulk transcripts in cultured cells. Last,
we use EU in whole animals to reveal bulk transcriptional
patterns in several organs and tissues.

Due to its ease and sensitivity, we anticipate the EU labeling
method [particularly through labeling individual RNAs in vitro
with 5-ethynyluridine triphosphate (EUTP)] will facilitate high-
resolution microscopic analysis of RNA synthesis, transport,
localization, and turnover in vivo.
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Frequency-modulated nuclear localization
bursts coordinate gene regulation

Long Call* Chiraj K Dalal™* & Michael B. EIOW|tz

In yeast, the transcription factor Crz1 is dephosphorylated and translocates into the nucleus in response to extracellular

calcium, Here we show, using time-lapse microscopy, that CW&MWHRMWMQIW lasting
2 min) that occur stm:l'nas{_/_tlcjj,hun individual cells and propagate to the expression of downstream genes. Strikingly, calcium
concentration controls the fw of localization bursts. Using an analytic model, we also show that
this frequency modulation of bursts ensures Erogortlonal expression of multiple target genes across a wide dynamic range of

(expressron levels, independent of promot s. We experimentally confirm this theory with natural and

synthetic Crz1 target promoters. Another stress-response transcription factor, Man exhibits similar, but largely
uncorrelated, localization bursts under calcium stress suggesting that frequency- modulatlon regulation of localization
bursts may be a general control strategy used by the cell to coordinate multi-gene responses to external signals.

Cells sense extracellular signals and respond by regulating the expres-
sion of target genes'~, This process requires two stages of inforimation
processing, First, cells encode extracellular signals internally, in the
states and localization of transcription factors. Second, transcription
factors activate the expression of downstream genes that will imple-
ment cellular responses'. Although many signal transduction sys-
tems have been studied extensively, it often remains unclear how
signals are encoded dynamically in transcription factor activities at
the single-cell level. In addition, cellular responses often involve many
proteins acting together, rather than individually. However, in general
it is not known how the expression levels of target genes are coordi-
nated, allowing them to be regulated together, despite diverse pro-
moter architectures®. Here we investigate how signal encoding and
protein coordination are achieved in individual cells. '

‘We examined the calcium stress response pathway in Saccharomyces
cerevisiae, or budding yeast. Cellular responses to extracellular calcium
are medijated by Crz1, the calcineurin-responsive zinc finger transcrip-
tion factor®. The activity of Crzl is modulated by phosphorylation and
dephosphorylation®, résulting in changes in the nuclear localization of
Crzl protein (Fig. la), rather than changes in its abundance
(Supplementary Fig. 1). To understand how Crzl phosphorylation

. dynamics respond to calcium and regulate the more than 100 different
targets necessary for calcium adaptation®, we acquired time-lapse
movies of Crzl localization dynamics, using a strain in which the
Crzl protein was tagged with green fluorescent protein (GFP)®. In each
movie, we tracked the response of Crzllocalization in individual cells to
step changes in extracellular calcium concentration. We found that
Crzl dynamics connect the encoding of signals and the coordination
of target gene expression.

Frequency modulated bursts of nuclear localization

In the absence of calcium, Crzl was cytoplasmic in all cells
(Supplementary Movie 1). Upon the addition of calcium, individual
cells exhibited a rapid, synchronized burst of Crzl nuclear locali-
zation, similar to behaviour observed with the yeast osmosensor
Hogl (refs 7, 8). However, unlike Hogl, this initial burst was fol-
lowed by sporadic unsynchronized localization bursts, typically

lasting about 2 min (Fig, 1b-d) and persisting throughout the course
of the movie (up to 10h, see Supplementary Movie 1). Moreover,
these single-cell Crzl dynamics are consistent with microarray stud-
ies performed on cell populations™ after a step change in calcium, an
initial overshoot in messenger RNA levels of Crzl target genes results
from the initial synchronous burst of Crzl, whereas the subsequent
elevated average expression levels are due to sustained unsynchro-
nized bursts in individual cells (Fig. 1c—e).

We next addressed how the amount of calcium affects the
dynamics of nuclear localization. We observed that the fraction of
cells with nuclear-localized Crzl increased with calcium concentra-
tion. Because Crzl localizes in bursts, this calcium dependence could
in principle result from increases in burst frequency or duration.
Strikingly, analysis of movies revealed that only the burst frequency
increased (Fig.  2a), whereas the distribution of burst durations
remained constant at all calcium concentrations (Fig. 2b). This dis-
tribution was consistent with two rate-limiting stochastic steps, each
with a timescale of about 70's (Fig. 2b). Thus, cells use stereotyped
Crzl localization bursts in a frequency-modulated fashion to encode
and respond to extracellular calcium. This contrasts with amplitude-
modulation control, in which the fraction of Crz1 molecules found in
the nucleus would change with calcium, but rémain constant over
time,

Movies also revealed two modes of nuclear localization bursts: iso-
lated individual bursts and clusters of bursts, analogous to spike trains
in neurons (Fig. 1c, d). At calcium concentrations less than 100 mM,
only isolated bursts were observed and the averaged autocorrelation
function of the localization trajectories from individual cells was well
fitted by a single exponential. However, as clustered bursts emerged at
calcium concentrations greater than 100 mM (Fig. 1c, d), the averaged
autocorrelation function was better fit by a sum of two exponentials,
whose timescales matched the typical durations of isolated bursts and
burst clusters, respectively (Fig. 2d). Higher levels of calcium led to an
increasing proportion of bursts occurring in clusters (Fig. 2d inset).
Eventually, at the highest calcium levels, Crzl nuclear localization
trajectories appeared more similar to sustained oscillations® than to
the isolated stochastic bursts seen at lower calcium concentrations.
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Misfolded proteins partition between two
distinct quality control compartments

Daniel Kaganovich?, Ron Kopito! & Judith Frydman®

The accumulation of misfolded proteins in intracellular amyloid inclusions, typical of many neurodegenerative disorders
including Huntington's and prion disease, is thought to occur after failure of the cellular protein quality control mechanisms.
Here we examine the formation of misfolded protein inclusions in the eukaryotic cytosol of yeast and mammalian cell culture
models. We identify two intracellular compartments for the sequestration of misfolded cytosolic proteins. Partition of
quality control substrates to either compartment seems to depend on their ubiquitination status and aggregation state.
‘Soluble ubiquitinated misfolded proteins accumulate | e mpart t whe oteaso concentrat

In contrast, terminally aggregated proteins are seguestered in a Eerlvacuolar inclusion. Notably, disease-associated

Huntingtin and prion proteins are preferentially directed to the perivacuolar compartment. Enhancing ubiquitination of a

prion protein suffices to promote its delivery to the juxtanuclear inclusion. Our findings provide a framework for
understanding the preferential accumulation of amyloidogenic proteins in inclusions linked to human disease.

The strong correlation between the accumulation of aggregated pro-
teins in amyloid inclusions and the onset of several neurodegenera-
tive diseases calls for a better understanding of the mechanisms and
functions of inclusion formation. Research indicating that soluble
aggregation intermediates have a toxic ‘gain of function’ activity
suggests that regulated formation of protein inclusions serves cyto-
protective functions, such as sequestering misfolded species’”, and it
may also facilitate their clearance®, It is unknown whether inclu-
sions contain only terminally aggregated proteins or whether they
also sequester soluble misfolded conformations'®. Intriguingly,
although all proteins can form amyloid-like inclusions after misfold-
ing"", only a handful of proteins cause amyloidosis and disease® In
principle, these amyloidogenic disease-related proteins may interact
differently with the cellular quality control machinery. Thus,
characterization of the pathways leading to inclusion formation is
critical for understanding the basis of protein conformation
disorders.

Cellular inclusions form in an organ17ed process that seems to be
conserved from yeast to mammalian cells*®'®, Distinct inclusions
with specific characteristics have been observed”""“", including
insoluble perinuclear inclusions (called aggresomes) that co-localize
with the microtubule organizing centre®, perinuclear inclusions con-
taining soluble endoplasmic reticulum associated protein degrada-
tion (ERAD) substrates'®, and inclusions co-localizing with
autophagic markers™'. It is unclear whether all these observations
pertain to the same compartment or what underlies the distinct
solubility and long-term fates observed for different quality control
substrates in these inclusions. ,

Unlike amyloidogenic proteins, little is known about the fate of
‘normal’ misfolded cytosolic globular proteins®. Protein misfolding

" can arise as a consequence of stress-induced denaturation, destabiliz-
ing missense mutations or lack of oligomeric assembly partners. To
examine how cytosolic quality control proceeds in these different
scenarios, we chose a panel of model substrates corresponding to
each case (Fig. 1) and compared their fate to that of model amyloido-
genic proteins (Pig. 2). Our findings show that the quality control
machinery partitions misfolded proteins, on the basis of their

ubiquitination state and solubility, among two distinct quality control
compartments. Interestingly, amyloidogenic proteins are preferen-
tially sorted to only one of these compartments. These distinct quality
control compartments may represent two cellular strategies for the
sequestration of aggregation prone, potentially toxic polypeptides.

Two compartmehts for misfolded cytosolic proteihs

To determine the fate of cytosolic misfolded substrates, we initially
followed a destabilized Ubc9 variant that misfolds above 30 °C (refs
23, 24; Fig. 1a). Ubc9®, fused to green fluorescent protein (GEP) to
facilitate detection (GFP-Ubc9"), was expressed under the control of
a galactose-regulated promoter. Glucose addition repressed expres-
sion, allowing us to follow the fate of GFP-Ubc9® from the earliest
stages of protein misfolding after shift to 37 °C (Fig. la). At permis-
sive temperatures, GFP~Ubc9" was native and diffuse, similar to
wild-type GFP-Ubc9 (Fig. 1b, 0 min, compare with wild type panel
120 min). GFP-Ubc9® misfolding led to degradation by the ubiqui-
tin—proteasome pathway, as reported for untagged Ubc9® (Fig. 1b,
compare 5 min and 60 min; and Fig. 1d, left panel)®**, During degra-
dation we observed transient accumulation of Ubc9® in distinct
cytosolic puncta and inclusions that were eventually cleared (for
example, Fig. 1b, 30 min and Fig. 1c). Most cells contained a juxta-
nuclear inclusion as well as smaller puncta throughout the cytosol,
whereas some cells contained only the juxtanuclear inclusion (Fig.
1b, c). Impairment of proteasome-mediated degradation either in
cim3-1 cells or by treatment with the proteasome inhibitor MG132
stabilized GFP-~Ubc9" and led to its reproducible accumulation in
two distinct inclusions in virtually every cell (Fig. 1b, 60 min and
120 min and Supplementary Fig. 1a). At early time points after mis-
folding in proteasome-defective cells, GFP-Ubc9"* accumulated in
structures resembling those observed during degradation in control
cells (Fig 1b, compare 15 min and 30 min). Quantification indicated
that the juxtanuclear inclusion formed first, closely followed by cyto-
solic puncta (Fig. 1c). However, at later incubation times at 37 °C the
juxtanuclear inclusion remained, but the puncta were no longer
observed. Instead, a second large perivacuolar inclusion was now
formed at the periphery of the cell (Fig. 1b, c). Once formed, both

'Department of Biology and BioX Program, Stanford University, Stanford, California 94305, USA.
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Self-destructive cooperation mediated by

phenotypic noise

Martin Ackermann’, Barbel Stecher?, Nikki E. Freed', Pascal Songhet?, Wolf-Dietrich Hardt?> & Michael Doebeli®

In many biological examples of cooperation, individuals that
cooperate cannot benefit from the resulting public good. This is
especially clear in cases of self-destructive cooperation, where
individuals die when helping others. It selt-destructive coopera-
tion is genetically encoded these  genes can only be maintained if
they are expressed b i iers, whereas the
other fraction benefits from the public good, One mechanism that
can mediate this differentiation into two phenotypically different
sub-populations is phenotypic noise? Here we show that noisy
expression of self-destructive cooperation can evolve if individuals
that have a higher probability for self-destruction have, on aver- ,
age, access to larger public his situation, which we refer to
as assortment, can arise if the environment is spatially structured.
These results provide a™~Tew Perspective-oIthe sigmificance~of
phenotypic noise in bacterial pathogenesis: it might promote the
formation of cooperative sub-populations that die while preparing.
the ground for a successful infection. We show experimentally that
this model captures essential features of Salmonella typhimurium
pathogenesis. We conclude that noisily expressed self-destructive
cooperative actions can evolve under conditions of assortment,
that self-destructive cooperation is a plausible biological function
of phenotypic noise, and that self-destructive cooperation
mediated by phenotypic noise could be important in-bacterial
pathogenesis.

Recent experimental work demonstrated that genetically identical
organisms. living in the same environment show surprisingly high
levels of variation in phenotypic traits"? and sometimes even switch
between distinct phenotypic states®. Stochastic cellular processes are
one source of such phenotypic noise. The level of phenotypic noise is
subject to mutational change, and can thus evolve. This raises the
question whether natural selection always acts towards minimizing
phenotypic noise, or whether there are cases in which genotypes that
encode variable phenotypes are favoured by selection. In the existing
theory*, the most prominent adaptive explanation for phenotypic
noise is bet-hedging®, according to which the stochastic expression of
alternative phenotypes allows a genotype to survive changes in
external conditions and thus to persist in fluctuating environments.

Here we focus on a fundamentally different adaptive explanation
for phenotypic noise: self-destructive cooperation. In this scenario,
the individuals that survive and form a successful lineage all.express
the same phenotype. Individuals that express an alternative phenotype
do exist, but they do not contribute to future generations; instead, they
die while contributing to a public good that benefits others. There are
many examples of cooperative acts that prevent reproduction or suz-
‘vival of the actor, ranging from non-reproductive workers in mam-
mals and insects to unicellular bacteria that lyse when releasing
chemical substances that benefit others. Importantly, genotypes that
have the propensity to express self—destructive cooperation can only

persist if the expression is limited to a fraction of the individuals
carrying the genotype, whereas another fraction does not express
the cooperative behaviour and benefits from the public good pro-
duced. Sometimes, this differentiation into two fractions is mediated
by signals. In other examples, notably in microorganisms, there seems
to be ho signal. In these cases, phenotypic noise could promote the
differentiation required for self-destructive cooperation to persist.

We investigated the evolutionary dynamics of a self-destructive
cooperative act that contributes to the generation of a public good
and that is expressed in a stochastic manner. In general, cooperation
can evolve if cooperative individuals benefit from cooperative acts of
others more often than non-cooperative individuals’—a situation
referred to as assortment. We used a simple model to quantify the
level of assortment as a function of the external conditions, and to
calculate how selection on the probability to express self-destructive
cooperation depends on the level of assortment, as well as on the
amount of public good generated by cooperative acts.

The model is based on the public goods game and assumes that
there are two strategies: cooperate (C) and defect (D). C sacrifices
itself with probability g, and only if it sacrifices itself, it contributes an
amount b to the public good. The decision between sacrificing and
not sacrificing is a chance outcome resulting from phenotypic bi-
stability; every cooperator makes this decision independently of the
environment or of the decisions of other individuals. D never con-
tributes to the public good. The game is played in interaction groups
of N players. In general, if there are k cooperators among the N
members of an interaction group, the total amount of the public
good produced in that group is kgb. The total amount of the public
good is available to each surviving player in the interaction group (an
alternative scenario where the public good is divided among the
surviving players gives very similar results), We assume that, in addi-
tion to the public good, all players also receive a non-zero baseline
payoff w.

Consider first the payoff to a focal C player in a given interaction
group. Because the focal C is one of the k cooperators, its social
environment consists of k— 1 cooperators and N—k defectors.
The focal C gets no payoff from the defectors, but if it survives it
receives the benefit b with a probability g from each of the other k — 1
cooperators, as well as the baseline payoff w. The probability that the
focal C does not sacrifice itselfis 1 — g, and hence the expected payoff
to C in the given interaction group/is:

’

pe(NK) = (1= q)((k—1)gb+w) (1)

The social environment of a focal D in the given interaction group
consists of k cooperators and N— k— 1 defectors, and its expected
payoff is:
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Correlation between nanosécond X-ray flashes and
stick=-slip friction in peeling tape

Carlos G. Camara'*, Juan V. Escobar'*, Jonathan R. Hird'{& Seth J. PL‘l‘c’terman'l

Relative motion between two contacting surfaces can produce
visible light, called triboluminescence'. This concentration of dif-
fuse mechanical energy into electromagnetic radiation has pre-
viously been observed to extend even to X-ray energies®. Here
we report that peeling common adhes1ve tape in_a
vacuum produces radio and vis along with nano-

SECOIL - -ray pulses that are correla ith stick—
_peeling evenfSFor the observed 15-keV peak in X-ray energy,
various models®® give a competing picture of the discharge pro-
cess, with the length of the gap between the separating faces of the

tape being 30 or 300 pm at the moment of emission. The intensity

of X-ray triboluminescence allowed us to use it as a source for
X-ray imaging. The limits on energies and flash widths that can
be achieved are beyond current theories of tribology.

‘When a continuous medium is driven far from equilibrium, non-
linear processes can lead to strong concentrations in the energy den-
sity. Sonoluminescence’ provides an example in which acoustic
energy concentrates by 12 orders of magnitude to generate subnano-
second flashes of ultraviolet radiation. Charge separation at contact-
ing surfaces® is another example of a process that funnels diffuse
mechanical energy into high-energy emission. Lightning'’, for
instance, has been shown to generate X-rays with energies of more
than 10keV (ref. 11). Although triboelectrification is important in
many natural and industrial plocesses, its physical explanation is still
debated'®'?,

By peeling pressure-sensitive adhesive tape one realizes an every-
day example of tribocharging and triboluminescence': the emission
of visible light. Tape provides a particularly interesting example of
these phenomena because it has been claimed that the fundamental
energy that holds tape to a surface is provided by the van der Waals
interaction'?, This energy—the weakest in chemistry—is almost 100-
fold smaller than the energy required for generating a visible photon,
yet, as demonstrated in 1939 (ref. 3), light emission from peeling tape
can be seen with the unaided eye. That even more energetic processes
were at play had already been suggested in 1930 (ref. 14); it was
observed that when mica is split under vacuum “‘the glass of the vessel
fluoresces like an X-ray bulb”. This insight led to the discovery in
1953 (ref, 2) that peelingtape is a source of X-rays. The simultaneous
emission of visible and X-ray photons from peeling tape is shown in
Fig. 1a, in which the blue glow is due to a scintillator responsive to
X-ray energies and the red patch near. the peel point is neon-
enhanced tnbolummescence Figure 1b shows that: when the
vacuum pressure is 1072 torr the high-energy emission is so strong
that the photo is illuminated entirely with scintillations.

Motivated by these photos, we interpret tr iboluminescence’, a phe-
nomenon known for centuries, as being part of an energy-density-
focusing process that can extend four orders of magnitude beyond
visible light to X-ray photons. To learn about the processes occurring

in peeling tape, we employed efficient high-speed X-ray detection
equipment. Our measurements indicated that the scintillations in.

X-ray detector

Figure 1| Apparatus for studying high-energy emission from peeling tape,
a; Photograph of the simultaneous emission of triboluminescence (red line)
and scintillations of a phosphor screen sensitive to electron impacts with
energies in excess of 500 eV (under neon at a pressure of 150 mtorr).

b, Photograph of the apparatus (under a pressure of 10~ torr) illuminated
entirely by scintillations. ¢, Diagram of the apparatus used to measure
peeling force; SS, spring steel (Methods).
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A genetic timer through noise-induced
stabilization of an unstable state

Marc Turcotte*, Jordi Garcia-Ojalvo?, and Giirol M. Siiel**8
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Stochastic fluctuations affect the dynamics of biological systems.
Typically, such noise causes perturbations that can permit genetic
circuits to escape stable states, triggering, for example, phenotypic
switching. In contrast, studies have shown that noise can surprisingly
also generate new states, which exist solely in the presence of
fluctuations. In those instances noise is supplied externally to the
dynamical system. Here, we present a mechanism in which noise
intrinsic to a simple genetic circuit effectively stabilizes a determin-
istically unstable state. Furthermore, this noise-induced stabilization
represents a unique mechanism for a genetic timer. Specifically, we
analyzed the effect of noise intrinsic to a prototypical two-component
gene-circuit architecture composed of interacting positive and nega-
tive feedback loops. Genetic circuits with this topology are common
in biology and typically regulate cell cycles and circadian clocks. These
systems can undergo a variety of bifurcations in response to param-
eter changes. Simulations show that near one such bifurcation, noise
induces oscillations around an unstable spiral point and thus effec-
tively stabilizes this unstable fixed point. Because of the periodicity of
these oscillations, the lifetime of the noise-dependent stabilization
exhibits a polymodal distribution with multiple, well defined, and
regularly spaced peaks. Therefore, the noise-induced stabilization
presented here constitutes a minimal mechanism for a genetic circuit
to function as a timer that could be used in the engineering of
synthetic circuits.

bifurcation | dynamics | circuit | stochastic | quantized cycle

S tochastic fluctuations in gene expression and protein concen-
trations are a natural by-product of biochemical reactions in
cells. Properties of this biochemical noise within genetic circuits,
such as their amplitude, distribution, and propagation, have been
extensively characterized (1-9). Additionally, theoretical and ex-
perimental studies have established that such noise can induce
stochastic switching between distinct and stable phenotypic states
(5, 10-23). Noise within genetic circuits is therefore thought to
contribute to phenotypic heterogeneity in genetically identical
cellular populations. It has also recently been shown experimentally
that noise can trigger cellular differentiation in fruit flies and
bacteria (14, 17, 18, 24). Together, these studies establish that noise
can play an active functional role in cellular processes by effectively
destabilizing and thus inducing escape from stable phenotypic
states. _ o

Besides its common role in destabilizing stable states, noise
can also have the more counterintuitive effect of generating new
stable states that do not exist in the absence of fluctuations (25).
In particular, noise-induced bistability has been reported theo-
retically (26, 27) and experimentally (2). In those situations, one
of the two stable solution branches is usually present irrespective
of fluctuations, whereas the second one is purely induced by
noise (28). The appearance of such noise-induced branches of
solutions requires particular nonlinearities in the underlying
equations, and frequently an extrinsic noise source. It is thus of
interest to establish mechanisms through which noise-induced
stabilization can be caused by noise that is intrinsic to the
biochemical reactions that comprise biological systems. Further-
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more, because of the limited number of examples of noise-
induced stabilization, it is unclear if and what different mecha-
nisms can support this counterintuitive phenomenon.

The address the questions raised above, we have investigated a
prototypical two-component activator-repressor genetic circuit as a
model system (Fig. 14). This circuit comprises a promoter (P,) that
expresses a transcription factor (4) that can activate both its own
promoter (P,) and the promoter of a repressor (P,). The repressor
protein (R) can inhibit the activity of the transcription factor (4) by
targeting it for degradation. The autoregulation of the activator
forms a positive feedback loop, whereas the activation of the
repressor (R) and the consecutive inhibition of the activator mol-
ecule (4) by the repressor (R) establish a net negative feedback
loop. Expression of activator and repressor transcription factors is
thus synchronized where 4 and R can both be either high or low.
Thus, this system constitutes a simple genetic circuit with interacting
positive and negative feedback loops.

Natural genetic circuits that are composed of such interacting
positive and negative feedback loops typically support various
nonlinear dynamic behaviors (29). In particular, this circuit topol-
ogy is common among genetic oscillators, such as cell cycle and
circadian clocks (30-35). Additionally, transient cellular processes
such as cell membrane polarization in neurons (36), yeast (37), and
differentiation in bacteria (17, 18, 20) are also controlled by genetic
circuits that are similar in architecture. Therefore, understanding
how noise influences the dynamics of genetic circuits with this
shared topology will be of general relevance to a wide range of
cellular processes. Furthermore, a mechanistic understanding of
the effects of noise on this simple circuit could guide the engineer-
ing of synthetic circuits with nonlinear dynamical behavior.

This investigation of the prototypical activator—inhibitor circuit
described above shows that intrinsic noise is able to effectively
stabilize an unstable state via a mechanism distinct and much
simpler than those proposed to date. Below, we present results that
demonstrate that intrinsic noise stabilizes an unstable fixed point
that already exists deterministically. Specifically, when an unstable
spiral point coexists with a second stable state from which it is
separated by a saddle point, the phase-space topology is such that
stochastic fluctuations are able to induce stochastic oscillations (38)
around the unstable spiral. These oscillations in turn lead to
increased dwell times in the region of space around the unstable
fixed point, and therefore to its effective stabilization. We remark
that, in our case, the effect is caused by standard intrinsic noise and
does not require an external noise source.

Interestingly, this stabilization mechanism based on noise-
induced oscillations around the unstable state also restricts the time
window during which switching from the unstable lligh-e)fpl‘essi011
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A Stochastic Single-Molecule
Event Triggers Phenotype Switching

of a Bacterial Cell

Paul ]. Choi,* Long Cai,*t Kirsten Frieda,t X. Sunney Xie§

By monitoring, fluorescently labeled lactose permease with single-molecule sensitivity, we
investigated the molecular mechanism of how an Escherichia coli cell with the lac operon switches
from one phenatype to another. At intermediate inducer concentrations, a population of
genetically identical cells exhibits two phenotypes: induced cells with highly fluorescent
membranes and uninduced cells with a small number of membrane-bound permeases. We found
that this basal-level expression results from partial dissociation of the tetrameric lactose repressor
from one of its operators on looped DNA. In contrast, infrequent events of complete dissociation of
the repressor from DNA result in large bursts of permeasé expression that trigger induction of the
la¢ operon. Hence, a stochastic single-molecule event determines a cell's phenotype.

enetically identical cells in the same envi-
Gronment can exhibit different phenotypes,
and a single cell can switch between dis-
tinct phenotypes in a stochastic manner (/—4).
In the classic example of lactose metabolism in
Escherichia coli, the lac genes are fully expressed

- for every cell in a population under high extra-

442

cellular -concentrations of inducers, such as the
lactose analog methyl-B-p-thiogalactoside (TMG).
However, at moderate inducer concentrations, the
lac genes are highly expressed in only a fraction
of a population, which may confer a fitness ad-
vantage for the entire population (5). We studied
the molecular mechanism that controls the sto-
chastic phenotype switching of a single cell.
Lactose metabolism is controlled by the /ac
operon (6, 7), which consists of the lucZ, lacy,
and lacA genes encoding B-galactosidase, lactose
permease, and transacetylase, respectively. Expres-
sion of the operon is regulated by a transcription
factor, the /ac repressor (8), which dissociates
from its specific binding sequences of DNA, the
lac operators, in the presence of an inducer to
allow transcription (Fig. 1A). The production of
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the permease increases inducer influx (9), which
results in positive feedback on the permease ex-
pression level. Above a certain threshold of per-
mease numbers, a cell will remain in a phenotype
that is capable of lactose metabolism, and below
this threshold, a cell will remain in a phenotype
that is incapable of lactose metabolism (0, 17).
The former has high fluorescence from the cell
membrane when the permease is labeled with a
yellow fluorescent protein (YFP), whereas the
latter has low fluorescence. The image in Fig. 1B
shows the coexistence of both phenotypes in a cell
population at intermediate inducer concentrations,

characterized by the bimodal dlsmbutlons of
fluorescence intensity in Fig. 1C.

Although it is known that the blstablhty in the
lac operon arises from positive feedback (12, 13),
the molecular mechanism underlying the initi-
ation of switching between two phenotypes re-
mains unclear. Novick and Weiner deduced that
switching from the uninduced state to the induced
state occurs through a single rate-limiting molec-
ular process (/2) rather than a multistep process.
They further hypothesized that the random ex-
pression of one molecule of pérmease was enough
to trigger induction. However, this has never been
observed experimentally because of insufficient
sensitivity.

Our group has previously shown that a single
fluorescent protein molecule can be visualized in

a living bacterial cell by using the method of de-.

tection by localization (/4-/6). Because a per-
mease molecule is a membrane protein with slow

diffusion, its fluorescence label is highly local-
ized as compared with a fluorescent protein in the
cytoplasm, which allows for its detection above
the background of cellular autofluorescence. Thus,
we generated strain SX700, which possesses in-
tact Jac promoter elements and expresses a finc-
tional LacY-YFP fusion protein (fig. S1) from
lucY’s native chromosomal position (fig. S2).
Figure 1B shows a fluorescence image of SX700
cells that allows us to directly count the number
of single LacY-YFP molecules present in a cell.

Figure 1D shows the histogram of permease
copy numbers in the uninduced fraction of cells,
free fiom the complication of autofluorescence
background in the lower peak of Fig. 1C. Evi-
dently, the uninduced cells have 0 to 10 LacY
molecules with significant probability, independent
of the inducer concentration. Had one permease
been enough to trigger induction, all cells in the
uninduced subpopulation would have contained
zero LacY molecules. Thus, we conclude that a
single copy of LacY is not sufficient to induce
switching of the phenotype, and the threshold for
induction must be much higher than several
molecules per cell.

We then set out to determine the threshold of
permease molecules for induction. It is experi-
mentally difficult to capture the rare events of phe-
notype switching in real time. To overcome this
difficulty, we prepared cells covering a broad range
of permease copy numbers by first fully inducing
the cells and subsequently washing out the in-
ducer. We then allowed the cells to divide for one
to six generations, during which the initial per-
meases were partitioned into daughter cells (17).
Figure 2A shows fluorescence time traces of the
cells, normalized by cell size, upon the reintroduc-
tion of 40 uM TMG. Although the fluorescence in
cells with lJow permease numbers continued to
decay because of cell division and photobleach-
ing, cells with more than 300 initial permease mol-
ecules induced again within 3 hours and showed
increased fluorescence. Figure 2B shows the
probability of induction as a function of initial per-
mease number, which is well fit by a Hill equation
with a Hill coefficient of 4.5 and a threshold of
~375 molecules. The large value of the threshold
indicates that hundreds of permease molecules
are necessary to switch the phenotype.

If the induction is due to a single rate-limiting
event as Novick and Weiner argued, there must
be a single large burst of permease expression to
reach this high threshold. However, only small
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Fig. 4. Determining functional interactions among
kinases and substrates in the JNK network. Hier-
archical clustering of average dJUN-FRET Z scores
after inhibition by RNAi of components in the JNK
phosphorylation network in unmodified (KP), as
well as in backgrounds deficient in £RK, hippo, MLK,
or puc. Functional interactions are defined by the
detection of an epistatic interaction between kinase
and substrate (white boxes) or when the average Z
scores of kinases and substrate dsRNAs across all
sensitized screens cluster together with a cluster
distance metric (an average of uncentered Pearson
correlation coefficients) greater than 0.67 (shaded
boxes), For example, whereas typically ERK acts as a
JNK suppressor, ERK RNAi in MLK-deficient
background (asterisk) leads to a notable decrease
in dJUN-FRET reporter activity, which suggests that
the ERK can act upstream of JNK via predicted
phosphorylation of MLK and JNKK. Alternatively,
GSK3 is predicted to target MLK, JNKK, and Dlg1,
but only Z scores for GSK3, MLK, or JNKK dsRNAs
cluster across screens, which suggests that GSK3-
mediated phosphorylation of MLK and JNKK, but
not Dlgl, is functionally relevant to JNK signaling.

24. L. ). Saucedo, B. A. Edgar, Nat. Rev. Mol. Cell Biol. 8, 613
(2007).

25. P. Massimi, D. Gardiol, S. Roberts, L. Banks, Exp. Cell Res.
290, 265 (2003). !

26. A. Friedman, N. Perrimon, Nature 444, 230 (2006).

27. We are deeply indebted to the Drosophila RNAi
Screening Center and to ]. Aach, S. Lee, C. Jargensen,
B. Mathey-Prevot, and B. Bodenmiller. The NetworKIN

Epistatic Interaction between predicted
kinases and substrates

ERK QR MLK dsRNA .
- LR . / D

UNK  JNK -
low  high .
éﬁ;(‘ggy_g’-mk dSRNA

and NetPhorest algorithms are available at http://
networkin.info and http://NetPhorest.info, respectively.
This work is supported by Genome Canada through the
Ontario Genomics Institute, the Spanish Ministerio de
Ciencia e Innovacidn (BFU/Consolider 2007), and the
European Union (FP6). C.B. is a Fellow of the Leukemia
and Lymphoma Society. N.P. is an Investigator of the
Howard Hughes Medical Institute.

KP/puckered

KP

‘ERK - R
d| puckered’
4| CDK2 .
CyclinE

| Correlated Z-scores across
' screens -

Supporting Online Material

www.sciencemag.org/cgi/content/full/322/5900/453/DC1
Materials and Methods
SOM Text 0
Figs. S1 and S2

7 April 2008; accepted 20 August 2008
10.1126/science. 1158739

Higher-Order Cellular
Information Processing with
Synthetic RNA Devices

Maung Nyan Win and Christina D. Smolke*

The engineering of biological systems is anticipated to provide effective solutions to challenges
that include energy and food production, environmental quality, and health and medicine. Our
ability to transmit information to and from living systems, and to process and act on information
inside cells, is critical to advancing the scale and complexity at which we can engineer, manipulate,
and probe biological systems. We developed a general approach for assembling RNA devices that can
execute higher-order cellular information processing operations from standard components. The
engineered devices can function as logic gates (AND, NOR, NAND, or OR gates) and signal filters,
and exhibit cooperativity. RNA devices process and transmit molecular inputs to targeted protein
outputs, linking computation to gene expression and thus the potential to control cellular function.

enetically encoded technologies that per-
Gfomn information processing, communi-
cation, and control operations are needed
to produce new cellular functions from the di-
verse molecular information encoded in the var-

ious properties of small molecules, proleins, and
RNA present within biological systems. For ex-

Division of Chemistry and Chemical Engineering, California
Institute of Technology, 1200 East California Boulevard,
MC 210-41, Pasadena, CA 91125, USA.

*To whom correspondence should be addressed. E-mail;
smolke@cheme.caltech.edu

ample, genetic logic gates that process and trans-
late multiple molecular inputs into prescribed
amounts of signaling through new molecular out-
puts would enable the integration of diverse en-
vironmental and intracellular signals to a smaller
number of phenotypic responses. Basic operations
such as signal filtering, amplification, and restora-
tion would also enable expanded manipulation of
molecular information through cellular networks.
Molecular information processing systems
have been constructed that perform computation
with biological substrates. For example, protein-
based systems can perform logic operations to

convert molecular inputs to regulated transcrip-
tional events (I—4). Information processing sys-
tems that perform computation on small-molecule
and nucleic acid inputs can be constructed from
nucleic acid components (5—17). RNA-based sys-
tems can process single inputs to regulated gene

- expression events (12, 13) and integrate multiple

regulatory RNAs for combinatorial gene regu-
lation (14, 15). We sought to combine the rich
capability of nucleic acids for performing infor-
mation processing, transduction, and control op-
erations with the design advantages expected
from the relative ease by which RNA structures
can be modeled and designed (6, 17).

‘We proposed a framework for the construction
of single input-single output RNA. devices (/8)
based on the assembly of three functional compo-
nents: a sensor component, made of an RNA
aptamer (/9); an actuator component, made of a

hammerhead ribozyme (20); and a’ transmitter .

component, made of a sequence that couples the

sensor. and actuator components. The resulting

devices distribute between two primary conforma-
tions: one in which the input cannot bind the sensor,
and the other in which the input can bind the sensor
as a result of competitive hybridization events
within the transmitter component. Input binding
shifts the distribution to favor the inpui-bound
conformation as a function of increasing input
concenfration and is translated to a change in the
activity of the actuator, where a “ribozyme-active”
state results in self-cleavage of the ribozyme (21).
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Our results test the hypothesis that variation
in gene expression is dictated by regulatory re-
gions, extending recent studies of expression by
quantitative trait-loci mapping and comparative
expression studies that have been confined to
closely related species (26-30). The apparent ab-
sence of overt trans influences could be explained
by the modest amount of human DNA provided
by asingle copy of human chromosome 21 when
compared with the complete mouse genome, as
well as the absence of liver-specific transcrip-
tional regulators on chromosome 21. The ex-
tent to which protein coding and cis-regulatory
mutations contribute to changes in morphology,
physiology, and behavior is actively debated in
evolutionary biology (3, 12, 13). Myriad points
of control influence gene expression; however, it
has also been an unresolved question as to which
of these mechanisms has the most influence
globally. Here, we show that each layer of
transcriptional regulation within the adult hepa-
tocyte, from the binding of liver mastér regulators
and chromatin remodeling complexes to the
output of the transcriptional machinery, is
directed primarily by DNA sequence. Although
conservation of motifs alone cannot predict
transcription factor binding, we show that within
the genetic sequence there must be embedded
adequate instructions to direct species-specific
transeription. '
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Surface Sites for Engineering
Allosteric Control in Proteins

Jeeyeon Lee,™* Madhusudan Natarajan,?* Vishal C. Nashine,* Michael Socolich,? Tina Vo,
William P. Russ, Stephen J. Benkovic,® Rama Ranganathan®t

Statistical analyses of protein families reveal networks of coevolving amino acids that functionally
tink distantly positioned functional surfaces. Such linkages suggest a concept for engineering
allosteric control into proteins: The intramolecular networks of two proteins could be joined across

their surface sites such that the activity of one protein might control the activity of the other.

We tested this idea by creating PAS-DHFR, a designed chimeric protein that connects a
light-sensing signaling domain from a plant member of the Per/Arnt/Sim (PAS) family of proteins
with Escherichia coli dihydrofolate reductase (DHFR). With no optimization, PAS-DHFR exhibited
light-dependent catalytic activity that depended on the site of connection and on known signaling
mechanisms in both proteins. PAS-DHFR serves as a proof of concept for engineering regulatory
activities into proteins through interface design at conserved allosteric sites. ‘

dimensional structures in which amino
acids are engaged in a dense network of
contacts (7, 2). This emphasizes the energetic
importance of local interactions, but protein

Proteins typically adopt well-packed three-
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function also depends on nonlocal, long-range
communication between amino acids. For exam-
ple, information transmission between distant
functional surfaces on signaling proteins (3), the
distributed dynamics of amino acids involved in
enzyme catalysis (4~6), and allosteric regulation
in various proteins (7) all represent manifesta-
tions of nonlocal interactions between residues.
To the extent that these features contribute to
defining biological properties of protein lineages,
we expect that the underlying mechanisms
represent conserved rather than idiosyncratic

features in protein families.

On the basis of this conjecture, methods such
as statistical coupling analysis (SCA) quantita-
tively examine the long-term correlated evolution
of amino acids in a protein family—the statistical
signature of functional constraints arising from
conserved communication between positions
(8, 9). This approach has identified sparse but
physically connected networks of coevolving
amino acids in the core of proteins (§-12). The
connectivity of these networks is remarkable,
given that a small fraction of total residues are
involved and that no tertiary structural infor-
mation is used in their identification. Empirical
observation in several protein families shows that
these networks connect the main functional site
with- distantly positioned secondary sites, en-
abling predictions of allosteric surfaces at which
binding of regulatory molecules (or covalent
‘modifications) might control protein function.
Both literature studies and forward experimenta-
tion in specific model systems confirm these
predictions '(8—12). Thus, techniques such as
SCA may provide a general tool for computa-
tional prediction of conserved allosteric surfaces.

The finding that certain surface sites might be
statistical “hotspots” for functional interaction
with active sites suggests an idea for engineering
new regulatory mechanisms into proteins. What
if two proteins were joined at surface sites such
that their statistically correlated networks were
juxtaposed and could form functional interac-
tions (Fig. 1A)? If the connection sites are
functionally linked to their respective active sites
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crawl on FN along the blastocoel roof (37), and
il controls migration of myocardial progenitors
toward the midline (26, 32)—a process that also
requires another chemokine, apelin (33, 34).
However, gut defects have generally been in-
terpreted as secondaty to defects in mesoderm
migration. In contrast, our studies reveal an earlier
requirement for ECM-integrin interactions di-
rectly in endoderm migration.

We have shown that endoderm migration
toward the anterior is genetically separable from
other gastrulation movements (35). We propose that
chemokine-dependent expression of integrin tethers
the endoderm to the mesoderm, and that loss of this
tether releases the endoderm to move anteriorly
(Fig. 4); a secondary result is viscera bifida, because
endodermal cells on either side [presumably
containing organ progenitots (8)] have farther to
converge dorsally and do not reach the midline in
time to fuse. Viscera bifida-like syndromes in
humans, including intestinal cysts and ectopic
pancreatic or liver tissue, are relatively common
and are not associated with spina bifida (ectoderm)
(36), and defects in the CXCL 12-CXCR4 signaling
pathway may be an underlying cause.

For zebrafish endodermal cells, regulation of
migration by controlling adhesion reconciles the
recent observation that involuted endodermal cells
initially move via a “random walk” rather than
the directed migration displayed by the meso-
derm (37). Classically, chemokines are cyto-

kines that induce chemotaxis in responding
cells; CXCLI12-CXCR4 interactions control
homing of hematopoietic stem cells to the bone
marrow, as well as migration of germ cells,
neuronal progenitors, and several metastatic can-
cers (15-18, 27). In some of these cases, how-
ever, there is evidence for a system more like the
tether described here, where receplor-expressing
cells are confined to a tetritory defined by ligand-
expressing cells. Thus, chemokine-dependent
changes in adhesion to the ECM may influence
cell migration rates and directionality in many
developmental and disease contexts.
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Molecular Architecture of the
“Stressosome,” a Signal Integration
and Transduction Hub

Jon Marles- erght * Tim Grant,?* Olivier Delumeau,t Gl]s van Duinen,?t Susan 1. Flrbank 1
Peter J. Lew15, James W. Murray,1§ Joseph A, Newman Maureen B. Qum Paul R. Race,
Alexis Rohou,? Willem Tichelaar,?|| Marin van Heel,2] Richard J. Lewisq]

A commonly used strategy by microorganisms to survive multiple stresses involves a signal
transduction cascade that increases the expression of stress-responsive genes. Stress signals can be-
integrated by a multiprotein signaling hub that responds to various signals to effect a single outcome.
We obtained a medium-resolution cryo—electron microscopy reconstruction of the 1.8-megadalton
“stressosome” from Bacillus subtilis. Fitting known crystal structures of companents into this
reconstruction gave a pseudoatomic structure, which had a virus capsid—like core with sensory
extensions. We suggest that the different sensory extensions respond to different signals, whereas. the
conserved domains in the core integrate the varied signals. The architecture of the stressosome provides
the potential for cooperativity, suggesting that the response could be tuned dependent on the

magnitude of chemophysical insult.

icroorganisms experiencing a fluctuat-
Ming environment commonly exhibit a

short-lived, reversible response that al-
lows survival and recovery of the cell (/). In Gram-
positive bacteria such as Bacillus subtilis, one
such signaling cascade ultimately leads to the
activation. of the general'st_ress' sigma factor, o°
(fig. S1), and enhanced transcription of its large
regulon to provide a global response to the im-

posed stress (2, 3). The stressosome is the signal- -

ing hub that integrates multiple physical stress
signals (4-7) and orchestrates a single signaling
outcome:; the activation of 6®. The stressosome is
found in many microbial phyla, including rep-
resentatives of the Methanomicrobiales branch of
the Buryarchaea and, within Bacteria, the Pro-
teobacteria, the Firmicutes, the Actinobacteria,
the Cyanobacteria, and the Bacteroides and

Deinococeus groups (8). The downstream chro-
mosomal organization in these organisms points

* to the involvement of stressosome orthologs in

regulating aerotaxis, a variety of two-component
signaling systems, and the biosynthesis of sec-
ondary messenger signaling molecules. Thus, the
stressosome appears to have evolved to provide
a common solution to the p10b]en1 of signal
integration,

In Bacillus, the stressosome is a ~1.8 MD
supramolecular complex comprising multiple
copies of the regulator of sigma B proteins:
RsbS, RsbR, and four paralogs of RsbR (7, 9~13).
The C-terminal domain of RsbR and its paralogs
is conserved and is similar in sequence to RsbS.
By contrast, the N-terminal domains of the RsbR
paralogs show high sequence variability, suggest-
ing that they finction as sensors, whereas the
C-terminal domains integrate the various signals.
A third protein, RsbT, interacts with RsbR:RsbS
complexes (9) to transmit integrated environ-
mental signals into the o® activation pathway.
The ability of stressosomes to integrate multiple
inputs to effect a single .output represents a de-
parture from the more common one- and two-
component signaling systems in prokaryotes
(14). These systems typically converf a single
signal into a single outcome, usually the tran-
scriptional modulation of small regulons in re-
sponse to specific metabolic changes (75). The
activity of the stressosome can be reconstituted
both in vitro and in vivo by complexes consisting
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