Dichotomy here is between doing association (either random or modeling) and taking associations and giving advice. It naively seems like you have sets of data coming on the right and association producing a database on the left, so it seems very logical you should go in that order – collect data, do associations, give advice. 
The other way of thinking about it is if you do random associations (which I unnecessary until you have a hypothesis) – you have n in the millions of alleles, two genes is n^2, with environment its n^2 e, and if you do it in a hypothesis free manner (which is what GWAS does) you get a huge combinatorial explosion – if you go to the end and ask how are you going to use this and say lets work out how we are going to deliver something complicated, then you get a feeling for how the hypotheses have to be aggregated to both 

1) statistical power

2) interpratibility 

If you lump together the genes in a particular pathway (and this doesn’t have to be metabolic) – if you find in the literature things that are lumped together, you have ither mechanistic or quasi-mechanistic ways to keep the number of hypotheses in control 

So I don’t think it’s either/or – getting a preview of how multiple genes go together is good – it’s not a simple algorithm it depends on things like inheritance pattenrs (both, random, is there a grandparent effect) etc… to get a feeling for all these kinds of models and we aren’t talking about it like systems biology modles it might be good to play it out, there should be a dialgue between giving advice, how you would make systems models

1. What is the unfair advantage?

We have a much larger competitive advantage – the reason is, we have the ability to determine how 100,000 genomes are collected. If we determine the end-use tool then we affect how they are collected

2. How do we scale this?

That is the main project, figure out – build some mechanism withint he pgp saying what is the correlation between a certain allele and a phenotype – create some sort of API and have some sort of data layer within the computational infrastructure. It wouldn’t then necessarily be an n^3 problem 

Another way of framing this: it is hard to design traitomatic without thinking of association studies – without knowing all the complex ways genes can interact. 

GMC thinks we don’t all have to do the ame thin exactly but it would be good to have some dialogue which other people can continue after later. 

Ratner wants to make a hybrid 

Questions from Jackie on math modeling:

1. Concern from literature is that a lot of the GWAS studies are racially isolated, ie. rheumatoid arthritis are done with Caucasians, and it’s been found that a lot of the susceptibility loci that are important in some racial groups are irrelevant in others.

GMC: you can generalize that 1) Geography 2) Ancestry 3) Environment/Culture- and generalize that to things like playing football. These have not thoroughly been taken into account or there was not enough diversity. We can put hooks into the project.

2. The idea of quantifying risk assessment – one of the big issues with epistasis is that its in higher eukaryotes – you can imagine that if you had some snp in a particular gene that affects eyecolor, within the scope of a pathway it’s in there is some epistasis that has already gone on. Another issue of quantification is that with redundancy in biological pathways and connectivity, that epistasis

If you hav ea quantitative trait you are trying to describe, but another one is you have a pathways – ie. one gene one protein – and what would really do the class a lot of good is to have a coupel of examples that fit different models fo epistasis worked out so we can 

Possible study of height paper – would be useful to go over and think through.

Fil wants us to consider quantitatively how to learn about parallelism etc… ie. in building the B part of the project, adding as much information as possible to this particular grid – we don’t know what the eventual parameters will be in the large matrix. I am not sure how good these leanring algorithms are

Hossein: the idea is we start looking for a trait with a single number, but we see this is not enough – so consider 1) high dimensional data – the kind of data we have, we can consider the distance of genes, and there is another kind of data that is interaction between pathways. We should map the distances to a high dimensional space that has a property that it satisfies the distances, we should then make the mapping to include the information we have. This will give us a mapping that is not only quantityty numbers, but it will be a big history, if we map it on a hypercube, it is like taking all biology fields and forgetting and compressing it into a smaller code that we can study. We can make this dimension high and map this – when ti is high dimensional each dimension means separating the genes into two sets, each dimension says these genes are in a similar set. It is like tking genes and throwing them in overlap.

Fil provides a specific example – if one of these is gene expression data. Ie neural genes are in the brain, and there are liver specific genes – from that we can compress the other dimensions and sya it is unlikely these are interacting,a nd a change in one might not lead to a change in the other. .

Mindy agrees we can start with some case studies that can come up with examples. 

Taking redundancy out will shed light on the parts we don’t know, and that is the most important part of the learning project – the loop doesn't work for the parts we are sure about. 

Look at it in a Bayesian way – think of it as prior knowledge and improving it after that. 

Jackie explains diabetes:  question is how does a case study help you do what we are discussing – what is the relation of the diagram to additivity etc…

Diabetes is complicated 1) not fully worked out 2) effect is quite small – looking for something complex and fully worked out or simpler. 

Might want to consider nonhuman models.

What we’re getting now is texts of traits, but we need to have a better handle of how to categorize the text into something more than letters – how do we make the weights/categorize the traits into either diseases or specific phenotypes, how do we group the diseases. This will help guide along how we do the machine learning – this is a digital dataset for which we can do some computation because right now we don’t fully have that.

Evidence base – compiel data, 

