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Foundations for engineering biology

Drew Endy'

Engineered biological systems have been used to manipulate information, construct materials, process chemicals,
produce energy, provide food, and help maintain or enhance human health and our environment. Unfortunately, our
ability to quickly and reliably engineer biological systems that behave as expected remains quite limited. Foundational
technologies that make routine the engineering of biology are needed. Vibrant, open research communities and strategic
leadership are necessary to ensure that the development and application of biological technologies remains

overwhelmingly constructive.

lease complete one of the following projects in the next hour:

write down the DNA sequence that programmes a biofilm to

take a photograph and perform distributed edge-detection on

the light-encoded image; or, the DNA sequence that encodes a
ring oscillator that works inside yeast; or, the DNA sequence that
programmes any mammalian cell to count up to 256 in response to a
generic input signal; or, the DNA sequence that programmes any
prokaryote to produce 25gl™" artemisinic acid. Alternatively,
describe in convincing detail the starting materials, experimental
screens and genetic selections that could be used to evolve biological
systems to perform these tasks... Time’s up!

The abovementioned applications of synthetic biology could find
uses in the construction of templated surfaces for nanoscale materials
fabrication, the characterization of physical performance limits for
eukaryotic gene expression, the study and control of cell division,
animal development, ageing and cancer by modest amounts of
genetically encoded memory and logic, or the cost-effective pro-
duction of an anti-malaria drug precursor, respectively. Further-
more, each application is physically plausible, or is the direct
extension of an already demonstrated result'”. Yet, each project
would be a unique, expert-driven research problem, with uncertain
times to completion, costs and probabilities of success. For example,
construction of the first genetically encoded ‘ring oscillator’ in
bacteria took two of the world’s best biophysicists at least one year
of research™*. Constructing a second genetically encoded ring oscil-
lator would probably cost another group as much effort. In contrast,
any competent electrical engineering student could build many
working electronic ring oscillators in under one hour.

In 1978, Szybalksi and Skalka wrote®, “The work on restriction
nucleases not only permits us easily to construct recombinant DNA
molecules and to analyse individual genes, but also has led us into the
new era of ‘synthetic biology’ where not only existing genes are
described and analyzed but also new gene arrangements can be
constructed and evaluated.” Twenty-seven years later, despite
tremendous individual successes in genetic engineering and biotech-
nology®®, why is the engineering of useful synthetic biological
systems still an expensive, unreliable and ad hoc research process?

The first possibility is that we don’t yet know enough about
biological systems, or that biological systems are too complex to
reliably engineer, or both. For example, some descriptions of natural
biological systems are notoriously complex™'’. The large number of
unique functional components combined with unexpected inter-
actions among components (for example, pleiotropy) makes it hard
to imagine that we might reliably engineer the behaviour of complex
biological systems. Furthermore, it is possible that the designs of

natural biological systems are not optimized by evolution for the
purposes of human understanding and engineering''. Thankfully,
these concerns are best evaluated by attempting to surmount them'?.

The second possibility is that the engineering of biology remains a
research problem because we have never invented and implemented
foundational technologies that would make it an engineering
problem. Stated plainly, the engineering of biology remains complex
because we have never made it simple (T. F. Knight, personal
communication). As above, the practicality of making biological
engineering simple can best be evaluated by attempting to make it
simple. Success would help to “create the discipline of synthetic
biology: an engineering technology based on living systems”'’.
Failures would directly illuminate and help prioritize the most
relevant gaps in our current understanding of natural living systems,
and suggest how we might best eventually come to understand and
apply nature’s original technology'*.

What and why is synthetic biology?

The recent and ongoing interest in ‘synthetic biology’ is being driven
by at least four different groups: biologists, chemists, ‘re-writers’ and
engineers. Briefly, for biologists, the ability to design and construct
synthetic biological systems provides a direct and compelling
method for testing our current understanding of natural biological
systems™®'%; disagreements between expected and observed system
behaviour can serve to highlight the science that is worth doing. For
chemists, biology is chemistry, and thus synthetic biology is an
extension of synthetic chemistry; the ability to create novel molecules
and molecular systems allows the development of useful diagnostic
assays and drugs, expansion of genetically encoded functions, study
of the origins of life, and so on'®. For ‘re-writers, the designs of
natural biological systems may not be optimized for human inten-
tions (for example, scientific understanding, health and medicine);
synthetic biology provides an opportunity to test the hypothesis that
the genomes encoding natural biological systems can be ‘re-written),
producing engineered surrogates that might usefully supplant some
natural biological systems''. Finally, for engineers, biology is a
technology; building upon past work in genetic engineering, syn-
thetic biology seeks to combine a broad expansion of biotechnology
applications with—as the focus of this article—an emphasis on the
development of foundational technologies that make the design and
construction of engineered biological systems easier.

Foundations for engineering biology
Many times over, individuals and groups have adapted and applied
different resources from nature to the service of human needs such as
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shelter, food, health and happiness; notably, natural resources are
limited while our needs, in aggregate, may be unbounded. In this
context, we should attempt to develop foundational technologies
that make it easier and more efficient to satisfy human needs. For
example, in the developed world, the design and construction of
buildings is now a routine and reliable process. The success of the
building process depends on (1) the existence of a limited set of
predefined, refined materials that can be delivered on demand and
that behave as expected, (2) generally useful rules (that is, simple
models) that describe how materials can be used in combination (or
not), and (3) skilled individuals with a working knowledge and
means to apply these rules. Biology itself is a natural resource that can
be further adapted to help satisfy human needs. What foundational
engineering technologies would best enable the routine design and
construction of useful synthetic biological systems?

Today, four challenges that greatly limit the engineering of biology
are (1) an inability to avoid or manage biological complexity, (2) the
tedious and unreliable construction and characterization of synthetic
biological systems, (3) the apparent spontaneous physical variation
of biological system behaviour, and (4) evolution. In considering
how best to address these engineering challenges, one practical
starting point is to consider past lessons from when other engineering
disciplines emerged from the natural sciences. Are any past lessons
relevant to the engineering of biology today? For example, could
we usefully consider adapting or extending ideas from structural
engineering to synthetic biology?

The three past ideas that now seem most relevant to the engi-
neering of biology are standardization, decoupling and abstraction
(see the Acknowledgements for a list of people who have helped to
contribute to these ideas). To be clear, these ideas and my prioritiza-
tion of them could be wrong; I would explicitly encourage the
widespread invention and discussion of alternative ideas. However,
as introduced below, the successful development of foundational
technologies based on these ideas would greatly ameliorate the first
three engineering challenges posed above. The fourth challenge,
evolution, is largely unaddressed within past engineering experience
(discussed below).

Standardization

Standards underlie most aspects of the modern world"”. Railroad
gauges, screw threads, internet addresses, ‘rebar’ for reinforcing
concrete, gasoline formulations, units of measure, and so on. In
the science of biology, a number of useful standards have already
arisen around the ‘central dogma’ that defines the core operations of
most natural biological systems, and in response to the development
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of widely practiced methods that generate significant amounts of
data. As representative examples, standards of varying utility now
exist for DNA sequence data and genetic features'®, microarray
data', protein crystallographic data®®, enzyme nomenclature®',
systems biology models®® and restriction endonuclease activities®.
However, the biological engineering community has yet to develop
formal, widely used standards for most classes of basic biological
functions (for example, promoter activity), experimental measure-
ments (for example, protein concentrations) and system operation
(for example, genetic background, media, growth rate, environmental
conditions, and so on).

Tremendous costs accrue owing to the lack of standards in
biological engineering. For example, one would-be biological engi-
neer’s ‘strong’ ribosome binding site may be merely middling to
another. As a second example, one group’s genetic toggle switch may
work in Jacques Monod’s Escherichia coli strain JM2.300 (which may
be the same as Sydney Brenner’s E. coli strain XAO) when the cells are
grown in Luria broth®, while another group’s synthetic genetic
oscillatory network will work in Malcolm Casadaban’s E. coli strain
MC4100 when the cells are grown in supplemented minimal media’.
Could another group directly combine these two systems to produce
a working ‘toggle-lator’>*? The obvious engineering cost is that we
don’t know—it’s a research project; but also note that it costs
approximately 30 minutes just to track down all of this background
information.

Looking forward, the biological engineering community would
benefit from the development of technologies and the promulgation
of standards that support the definition, description and character-
ization of the basic biological parts®, as well as standard conditions
that support the use of parts in combination and overall system
operation. One very preliminary example of such work is emerging as
the Registry of Standard Biological Parts (Fig. 1). However, beyond
the technology itself, standards are also needed to support a vibrant,
constructive and responsible community of biological engineers. For
example, legal standards are needed to define means by which large
collections of parts encoding basic biological functions, from a
myriad of sources, can be easily shared and used in combination to
realize many applications. Current legal standards such as uniform
Materials Transfer Agreements (MTAs), which define the terms that
allow researchers at different organizations to share biological
materials, can take several weeks to execute, and typically do not
resolve application rights. Meanwhile, direct chemical synthesis of
up to ~10,000-base-pair DNA fragments is a widely available
commercial service (as entering “gene synthesis” into an internet
search engine will confirm); for cases in which the DNA sequence

About the Registry Parts Catalog Click on the icons below to see parts by category. mere..
Protein Parts Call
- User Accounts Regulatory Reporter y,..40. RMA Generator Tag List Delated Strain
Parts, Devices F ad e -
& Systems v
About Parts ABS CDS Terminator Composite Cell-Call Primer  guper  Plasmid 17
- Adding Parts Signalling Meoasuramant
Assembly Web Site The Registry web site has been moved from rosalind.csail.mit.edu to parts2.mit.edu. In addition, a few
Standard Assembly Update functions have been added:
Assemibly Tool - A BioBrick version of Blast compares sequences to parts in the Registry.
- DNA repositories keep track of the location of parts in Reghstry or (eventually) local freezers.
DHA Repositories
- BioBrick Blast The new part viewer and editer &5 now available. It presents more data and allows in-place editing.
Educational Program The “User Experience” section of the part viewer now has some wiki features. Members of any
AP 2003/ '-nu:m moderated Registry group may edit the contents of that field. In the future, this wiki capability will be
ol extended to more fields in the Registry.
IGEM 2005
Educational The Registry supports design classes where students make s\mple systems from standard,
References Programs interchangeable biological parts and operate them in living cells.
Glossary
FAQ 3 Thirteen schools are participating in the 2005 Interc ate Genetically Machine
competition (IGEM 2005). The schools are: Berkeley, Caltech, Cambridge, Davidson, ETH Zurich,
Harvard, MIT, Oklahoma, Penn State, Princeton, Toronto, UCSF, and UT Austin.
Search
View Part Employment The Registry s looking for full-time Technical Assistants. Please contact Staffing Services at MIT for

BBa_

details: Technical Assistant,

Figure 1| The Registry of Standard Biological Parts. This registry
(http://parts.mit.edu/; modified image from the homepage shown), hosted
by the MIT, provides free access to an open commons of basic biological

450

functions that can be used to programme synthetic biological systems®.
Anybody may contribute, draw upon, or improve the parts maintained
within the Registry.
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information encoding the desired part is freely available, it is often
cheaper and faster to directly synthesize the part from scratch instead
of executing an MTA. Thus, new low- or zero-cost legal strategies
that facilitate and protect the exchange of the genetic information
defining parts, and the use of parts in combination, are needed. As a
second example, it seems prudent to develop community-wide
standards for barcoding, signing and watermarking DNA in
order to support the detection, identification and authentication of
engineered biological systems, respectively®.

Decoupling

Decoupling is the idea that it is useful to separate a complicated
problem into many simpler problems that can be worked on
independently, such that the resulting work can eventually be
combined to produce a functioning whole. Two representative
examples of decoupling include (1) building projects, which are
often separated into architecture, engineering, construction, project
management and inspection tasks, and (2) very-large scale integrated
(VLSI) electronics, which is an engineering technology that only
became practical once rules were worked out to enable the separation
of chip design from chip fabrication®.

Today, in biological engineering, many useful types of decoupling
could be developed within the context of standardization (discussed
above) and abstraction (discussed below). For example, one engineer
might develop standard ‘power supply and chassis’ cells that provide
known rates of nucleotides, amino acids and other resources to any
engineered biological system placed within the cell, independent of
the details of the system™. Another engineer might develop technol-
ogies that enable the decomposition of complicated ‘systems’ into
sets of independent ‘devices’ (discussed below). However, the sim-
plest and most immediate type of decoupling is likely to be design

Systems
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from fabrication. The decoupling of design and fabrication in
biological engineering is being driven by recent and ongoing
improvements in the process of DNA synthesis. Bulk DNA synthesis
capacity appears to have doubled every 18 months or so for the last
ten years; the commercial price of synthesis of long fragments of
DNA (>500 base pairs) has continued to decrease by a factor of
approximately two in each of the past three years™>—a trend that
seems likely to continue over the next three years. More recently,
downstream technology has been developed that allows for the
automatic assembly of oligonucleotides and short DNA fragments
into much longer molecules® . Given gene and genome synthesis
technology, some individuals can and should focus on designing
useful pieces of DNA, while other individuals focus on building
DNA; each group need only be expert in their respective tasks.

Abstraction

Natural biological systems seem wonderfully complex. New molecu-
lar mechanisms that regulate cellular behaviour are still being
discovered™ and ‘exceptions to rules’ abound™. Given this context,
how might we make routine the engineering of many-component
biological systems that behave as expected?

One powerful technology for managing complexity is abstraction.
Two forms of abstraction now seem worth exploring in biological
engineering. First, the information describing biological functions
might be organized across levels of complexity using abstraction
hierarchies (Fig. 2). To be useful, biological engineering abstraction
hierarchies must (1) allow individuals to work at any one level of
complexity without regard for the details that define other levels, yet
(2) allow for the principled exchange of limited information across
levels (see Fig. 2 legend for more information). Second, the parts and
devices that comprise engineered biological systems should probably

‘Can | have
three inverters?’

PoPS

Devices

‘Here’s a set of PDP
inverters 1-n that each

send and receive through a
fungible signal carrier, PoPS.’

‘I need a few DNA
binding proteins.’

Parts

‘Here’s a set of DNA binding
proteins 1-n that each
recognize a unique cognate
DNA site; choose any.’

‘Get me this DNA.’

5-TAATACGACTCACTATAGGGAGA-3’

Figure 2 | An abstraction hierarchy that supports the engineering of
integrated genetic systems. The purpose of an abstraction hierarchy is to
hide information and manage complexity. Abstraction levels are listed
(‘DNA, ‘Parts’, ‘Devices’, ‘Systems’). Here, ‘DNA’ is genetic material, ‘Parts’
are basic biological functions (for example, a DNA-binding protein),
‘Devices’ are any combination of ‘Parts’ that perform a human-defined
function, and ‘Systems’ are any combination of ‘Devices’. Abstraction
barriers (red) block all exchange of information between levels. Interfaces
(green) enable the limited and principled exchange of information between
levels. Naive exchanges are given in quotes. To be useful, individuals must be
able to work independently at each level of the hierarchy. In synthetic
biology, for example, parts-level researchers might need to know what sorts
of parts that device-level researchers would like to use, how different types of

DNA

‘Here’s your DNA.’

parts actually work (for example, atomic interactions between amino acids
and the major groove of DNA), and how to order a piece of DNA. But, parts-
level researchers should not need to know anything about phosphoramidite
chemistry, how short oligonucleotides are assembled into longer, contiguous
DNA fragments, or how a genetic oscillator works, and so on. As a second
example, device-level researchers must define devices that use common
signal carriers, and thus can be reused in combination (A. Che et al.,
manuscript in preparation). Implicit in this hierarchy are formidable
molecular engineering challenges; for example, engineering a set of 1,000
synthetic transcription factors based on zinc-finger-leucine-zipper
chimaeras®, each recognizing a unique cognate DNA binding site with
>99% specificity (C. O. Pabo, personal communication).
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be redesigned and built anew so that they are simpler to model and
easier to use in combination. For example, it is often hard to predict
the expressed protein level that will be produced by the novel
combination of a natural transcription promoter, ribosome binding
site (RBS) and open reading frame (ORF); combination-specific
messenger RNA secondary structures created across RBS—ORF
junctions might occlude ribosome loading and prevent an otherwise
‘strong’ RBS from initiating protein synthesis. Thus, in this example,
it is worth exploring whether libraries of parts might be refined to
produce common part—part junctions at the genetic level to help
simplify the prediction of function when parts are used in combi-
nation. As a related example, ORF sets might be codon shuffled* to
‘erase’ any cryptic regulatory elements and provide a common
putative mRNA secondary structure, and so on. The refining of
natural parts to produce engineered biological parts may be similar
to nature’s use of negative selection against promiscuous, deleterious
molecular interactions within specific cell types”, and is analogous to
the processing of physical materials in other engineering disciplines.
For comparison, microprocessors and other electronic systems are
not built directly from chunks of metal and silicon found lying about
the countryside.

Evolution or design of reproducing machines

Today, almost all of engineering is limited to the design and
production of disposable systems. For example, our computers,
mobile phones and cars are not themselves designed to directly
produce the next generation of computers, phones and cars; beyond
some level of failure, engineered artefacts are recycled or abandoned.
To an engineer, biological systems are replicating machines that make
mistakes during the replication process (that is, biological systems are
reproducing machines). At present, we do not have a practical theory
that supports the design of reproducing biological machines, despite
great progress in understanding how natural biological systems
couple and tune error detection and correction during machine
replication to organism fitness (for example, see refs 38, 39). To
develop such a theory, areas worth exploring may initially include
reliable computing with unreliable components, error detection and
correcting codes, and theory of self-replicating automata*. If we fail
to learn how to programme reproducing biological machines that we
can understand, but can afford enough DNA synthesis, one fall-back
option may be to engineer disposable biological systems, in which the
system designs are decoupled from the constraints of direct descent
and replication with error.

Manipulation

Detection

Figure 3 | Technology classes relevant to current and future biological
risk. Both nature’s, and our own, ability to manipulate biological systems
outpaces our ability to detect biological agents, analyse the resulting data,
and respond appropriately. As a result, we are exposed to existing, emerging
and engineered biological threats. Foundational technologies that affect the
science and engineering of biology (for example, DNA synthesis) must be
evaluated in the context of their net contribution to risk exposure and not
only risk creation (see the text for a discussion).
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Consequences of success

The successful development of foundational technologies based on
the ideas of standardization, decoupling and abstraction would help
make routine the engineering of synthetic biological systems that
behave as expected. Once developed, many of these foundational
technologies will take the form of ideas or information, and thus are
likely to be freely distributed worldwide to the service of diverse
human needs. By definition, foundational technologies would help
to broadly enable many applications (that is, more than can be
enumerated). The general utility of such technologies is what justifies
the planning, investment and community organization needed for
their development. In support of such work, what follows are a few
representative examples that illustrate what should become possible
within the next five years, given investment and advances in each
technology class.

Standardization. Undergraduates and high school students, without
prior training in biology or biological engineering, should, over a
period of weeks, be able to design synthetic biological systems of their
own invention comprised of several dozen pre-existing standard
biological parts, order and receive the DNA encoding the system, and
show it to work.

Decoupling. Systematic engineering of bacterial genomes and
eukaryotic and plant chromosomes should be made possible by
continued advances in DNA synthesis. Applications of genome and
chromosome engineering will range from automated scientific
discovery (for example, the annotation of a newly sequenced organ-
ism might be used to define a second genome that encodes only the
annotated functions; synthesis of the second genome, in parts and in
whole, could be used to test the accuracy of the original sequence and
the sufficiency of its annotation) to biological safety (for example,
orthogonal and ‘fail-fast’ codon tables that reduce the ecological
impact of horizontal gene transfer) to biological defence (for
example, rapid synthesis of DNA vaccines).

Abstraction. Performance characteristics and signal carriers that
delimit how engineered biological parts can be combined into
many-part devices and systems will be defined and may, in turn,
spur the development of new measurement technologies for the
characterization of cellular state*'.

Biological risks, strategy and leadership

The development and distribution of foundational technologies that
make the engineering of biology easier will have a direct impact on
our exposure to natural and engineered biological risks. However,
analysing the risk impact of such technologies is not straightforward
(Fig. 3). For example, DNA synthesis has recently helped to enable
the ‘resurrection’ of the 1918 influenza strain*’, and is now widely
believed capable of producing the smallpox genome from publicly
available sequence information®’; variants of these viruses and other
pathogens could be readily constructed. But, when a natural or
engineered biological threat next emerges, DNA synthesis would
find immediate use in accelerating our analysis of the risk (for
example, rapid synthesis of pathogen ORFs codon optimized
for recombinant protein expression) and our response to the risk
(for example, rapid synthesis of vaccines or vaccine precursors).
Meanwhile, and most importantly, the most overwhelming and
certain use of DNA synthesis will be its direct acceleration of ongoing,
constructive experimental research. Today, for example, a practicing
experimental biologist or biological engineer can easily spend around
50% of their effort manipulating DNA just to produce the genetic
material needed for an experiment; ‘instant’ DNA synthesis would
provide a general twofold increase in research productivity. Thus, an
attempt to ban or limit access to DNA synthesis technology, and the
sequence information that defines what to synthesize, would only be
guaranteed to cripple biological engineering research and hinder
biomedical research. In this context, our future biological security
will depend not on limits to technology and research, but rather on
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the successful development of general, agile capabilities for detecting,
understanding and responding to biological risks; work that is
already needed given existing and emerging infectious diseases.
Because technologies for engineering biology will be openly devel-
oped and widely distributed, political leadership is needed to
encourage all members of society to help actively foster a worldwide
community that celebrates the science of biology, and lead the
overwhelmingly constructive development and application of future
biological technologies*.
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